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A B S T R A C T

In spite of the enormous leap forward that the Automatic Speech
Recognition (ASR) technologies has experienced over the last five years
their performance under hard environmental condition is still far from
that of humans preventing their adoption in several real applications.
In this thesis the challenge of robustness of modern automatic speech
recognition systems is addressed following two main research lines.

The first one focuses on modeling the human auditory system to
improve the robustness of the feature extraction stage yielding to novel
auditory motivated features. Two main contributions are produced.
On the one hand, a model of the masking behaviour of the Human
Auditory System (HAS) is introduced, based on the non-linear filtering
of a speech spectro-temporal representation applied simultaneously
to both frequency and time domains. This filtering is accomplished
by using image processing techniques, in particular mathematical
morphology operations with an specifically designed Structuring El-
ement (SE) that closely resembles the masking phenomena that take
place in the cochlea. On the other hand, the temporal patterns of
auditory-nerve firings are modeled. Most conventional acoustic fea-
tures are based on short-time energy per frequency band discarding
the information contained in the temporal patterns. Our contribution
is the design of several types of feature extraction schemes based on
the synchrony effect of auditory-nerve activity, showing that the mod-
eling of this effect can indeed improve speech recognition accuracy in
the presence of additive noise. Both models are further integrated into
the well known Power Normalized Cepstral Coefficients (PNCC).

The second research line addresses the problem of robustness in
noisy environments by means of the use of Deep Neural Networks
(DNNs)-based acoustic modeling and, in particular, of Convolutional
Neural Networks (CNNs) architectures. A deep residual network
scheme is proposed and adapted for our purposes, allowing Residual
Networks (ResNets), originally intended for image processing tasks,
to be used in speech recognition where the network input is small
in comparison with usual image dimensions. We have observed that
ResNets on their own already enhance the robustness of the whole sys-
tem against noisy conditions. Moreover, our experiments demonstrate
that their combination with the auditory motivated features devised
in this thesis provide significant improvements in recognition accu-
racy in comparison to other state-of-the-art CNN-based ASR systems
under mismatched conditions, while maintaining the performance in
matched scenarios.

v



The proposed methods have been thoroughly tested and compared
with other state-of-the-art proposals for a variety of datasets and
conditions. The obtained results prove that our methods outperform
other state-of-the-art approaches and reveal that they are suitable for
practical applications, specially where the operating conditions are
unknown.
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R E S U M E N

A pesar del enorme impulso que las tecnologı́as de reconocimiento del
habla han experimentado durante los últimos cinco años, su aplicación
en condiciones adversas como, por ejemplo, en presencia de alto
ruido, dista bastante de la capacidad de reconocimiento que tenemos
los humanos. Esto ocasiona a menudo que su implantación práctica
no se pueda llevar a cabo. En esta Tesis se aborda el desafı́o del
reconocimiento de habla robusto desde dos perspectivas.

La primera se centra en modelar el sistema auditivo humano para
mejorar la robustez del proceso de extracción de caracterı́sticas. Se
han concebido dos contribuciones principales. Por una lado, modela-
mos el fenómeno de enmascaramiento del sistema auditivo humano
utilizando para ello un filtrado no lineal del espectro que se aplica
simultáneamente en los dominos del tiempo y la frecuencia. En con-
creto e inspirándonos en técnicas de procesado de imagen, utilizamos
operaciones de morfologı́a matemática con un elemento estructurante
especı́ficamente diseñado para emular los fenómenos de enmascara-
miento que se producen en la cóclea. Por otra parte, hemos modelado
los patrones temporales de los impulsos nerviosos que se transmiten
a través del nervio auditivo. La mayorı́a de las caracterı́sticas acústi-
cas convencionales se basan en el cálculo de la energı́a por banda
de frecuencia durante un periodo corto de tiempo, descartando la
información temporal contenida en estos patrones. Nuestra contri-
bución consiste en el diseño de diversos esquemas de extracción de
caracterı́sticas capaces de sacar partido de dichos patrones a través
del efecto de sincronı́a que se produce en el nervio auditivo. Con
ello demostramos que el modelado de este efecto puede mejorar la
precisión del reconocimiento de habla en presencia de ruido aditivo.
Ambas contribuciones se integraron en el conocido esquema de los lla-
mados Power Normalized Cepstral Coefficients (PNCC) (Coeficientes
Cepstrales Normalizados en Potencia).

La segunda lı́nea de investigación abunda en el tema de la mejora de
la robustez mediante técnicas de aprendizaje profundo y en particular,
utilizando redes neuronales convolucionales (Convolutional Neural
Networks (CNNs)). Nuestra propuesta consiste en la adaptación de
las conocidas como Residual Networks (ResNets) o redes residuales,
introducidas inicialmente en el ámbito de procesado de imagen, para
su uso en reconocimiento del habla, donde la dimensión de entrada es
menor, en comparación con las dimensiones habituales empleadas en
aplicaciones de visión artificial. Hemos comprobado que las ResNets

por sı́ solas ya aumentan la robustez de todo el sistema frente a con-
diciones adversas pero además, nuestros experimentos demuestran
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que su combinación con las caracterı́sticas propuestas en esta tesis
proporciona mejoras significativas comparadas con otras CNNs del
estado del arte. Esta ventaja aparece cuando las condiciones de los
conjuntos de entrenamiento y test no coinciden (mismatch conditions
o condiciones desajustadas), manteniendo al mismo tiempo el rendi-
miento en conjuntos con similares condiciones (matched conditions o
condiciones ajustadas).

Los métodos propuestos han sido ampliamente probados y com-
parados con otros del estado del arte, con una amplia variedad de
bases de datos y condiciones. Los resultados obtenidos demuestran
que nuestros métodos mejoran otras aproximaciones y resultan espe-
cialmente indicados en aplicaciones prácticas donde se desconocen a
priori las condiciones de operación.
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años, cuando llegué a Madrid. Durante este tiempo muchas personas
se han cruzado en mi camino, haciéndolo más interesante y fácil de
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A toda la gente del GPM, por hacer el dı́a a dı́a mucho más ameno,
sois todos unos grandes: Antonio, Miguel Ángel, Javier, Chelus, Tomás
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1
I N T R O D U C T I O N

1.1 motivation

Speech is the natural way of communication between humans. From
the beginning of humankind, communication has evolved from signs
to a complex spoken languages, due to the necessity of transmitting
more elaborated messages. Nowadays, with the arrival of Information
and Communication Technologiess (ICTs), a monumental change in
how we interact with machines is taking place. We would like to
interact with devices as if they were humans.

An important role in this process is played by Automatic Speech
Recognition (ASR) systems that allow to substitute the non-natural
traditional interfaces like keyboards, mouses or screens, with the most
frequent form of communication used among humans: speech.

Automatic speech recognition has a long history of research, failures
and successes. Its development during the years resembles the process
that humans go over when they learn to talk and understand speech,
from learning single syllables to figure out the meanings of thousands
of words in complex sentences. Since 1952, were researchers at Bell
labs designed a machine able to understand digits [7], the development
of ASR has not stopped.

Two major turning points have happened during this history. The
first one was the shift from template matching based approaches to
statistical modeling, in particular, the use of Hidden Markov Model
(HMM) in the early 80s [8, 9] increased the accuracy of recognizers
and the vocabulary size. These advances made it possible to develop
the first commercially available products able to perform continuous
speech recognition; but its performance were far from that of humans.

The second turning point was the breakthrough in performance
achieved by using deep learning techniques [10]. In 2010 ASR sys-
tems were the first mayor industrial application of deep learning [11].
Nowadays almost all the speech recognitions systems are based on
deep learning algorithms.

As can be seen ASR is a fairly developed technology, and in particular
this second turning point has provided the possibility that real life
speech recognition applications become mainstream. All the major
smartphone and computer operating systems have its own ASR engine
integrated. It has become almost mandatory in car infotainment
systems and other industrial applications have adopted the technology
as call-centers or courier services.
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Many challenges arise in real-life applications where ASR systems
are exposed to adverse conditions as environmental noise or reverbera-
tion. These scenarios degrade the performance drastically diminishing
the feasibility of their deployment in several environments such as
Unmanned Aerial Vehicle (UAV) remote commanding where the secu-
rity is critical.

As we will see in the next chapters, the research in the robustness
of ASR systems is a very broad field; but the performance of ASR

systems in adverse conditions, in particular when those conditions
are unknown, is still an open research question, becoming one of the
major challenges for real applications.

The Human Auditory System (HAS) has evolved during thousands
of years to recognize speech, in such a way that it has a remarkable
ability to understand speech in hard conditions. Mimicking its most
remarkable features in a realistic manner is a sound approach to the
aforementioned question.

1.2 socio-economic framework

The world’s largest technology companies are pushing out voice recog-
nition technology to customers in their devices and mobile operating
systems, Apple has Siri, Amazon designed Alexa, Google created
Google Assist, Microsoft developed Cortana and Facebook includes
Oculus Voice as a speech assistant in the Oculus headset. The interest
in bringing speech recognizers into other fields is growing as many
companies include it in their products to meet the demands of their
customers.

Following the line of companies interested in speech technologies,
the advances reached in this thesis in the area of robust speech recog-
nition are developed under the framework of an Airbus project called
Situational Awareness Virtual Environment (SAVIER) where new hu-
man to machine technologies are developed for the future Ground
Control Station (GCS). Almost all the proposed methods are tested in a
research demonstrator, where an ASR system has been implemented to
control and command an UAV in presence of adverse noise conditions.

1.3 objectives

The objective of this thesis is to address the problem of the robustness
of modern automatic speech recognition systems, two main research
lines are followed. On the one hand, we propose novel biologically
inspired feature extraction stages based on the modeling of the HAS

and, specifically, of the masking phenomenon and the synchrony effect.
On the other hand, novel deep learning techniques are employed
together with our auditory motivated features. All our efforts are
focused on enhancing the accuracy of the recognizer in unknown
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1.4 thesis outline

conditions; although the case where the conditions affecting the speech
are known has also been addressed.

Specifically, our main approaches are:

To mimic the human auditory system realistically in order to
improve the performance of ASR systems in noisy and hard
conditions, proposing bio-inspired features. In this direction the
main approaches are:

• To model the masking behavior of the HAS enhancing the
robustness of the feature extraction stage in ASR, using im-
age processing techniques. The design of a morphological
filter that capture the masking effect is the main objective.

• To model the auditory nerve synchrony effect to improve
the speech recognition accuracy for speech that is degraded
by noise, and reverberation.

• To integrate both models into the well known Power Nor-
malized Cepstral Coefficients (PNCC) [12] feature scheme.

To apply novel deep learning techniques that improve the ro-
bustness, in particular Convolutional Neural Network (CNN) as
Residual Networks (ResNets) [13].

To use auditory motivated robust input features in combina-
tion with Deep Neural Network (DNN) architectures, to achieve
significant improvements with respect to conventional features
when the mismatch between train and test data is high.

1.4 thesis outline

The material presented in this thesis is organized as follows:

Chapter 2 introduces the fundamentals of ASR, and defines the
problem of robustness and how it can be addressed.

Chapter 3 describes the HAS and how robust features can be
motivated by it. The most common auditory inspired features
are reviewed in detail as our following contributions are laid
upon them.

Chapter 4 presents our contribution on the modeling of the
cochlear masking phenomenon of the HAS and the design of
a robust front-end based on this model using image processing
techniques.

Chapter 5 answers the questions of what the synchrony effect is
in the HAS and how it can be integrated in the front-end of an
ASR system.
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Chapter 6 provides an overview of deep learning techniques
employed in modern ASR systems.

Chapter 7 describes our application of novel deep learning ar-
chitectures for robust speech recognition based on CNNs and its
combination with the previously presented feature extraction
techniques.

Chapter 8 draws some conclusions and further lines of research.

Appendix A contains the introduction and conclusions translated
into Spanish.
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2
O V E RV I E W O F A U T O M AT I C S P E E C H
R E C O G N I T I O N

2.1 introduction

The goal of an Automatic Speech Recognition (ASR) system is to accu-
rately and efficiently convert a speech signal into a text transcription
of the spoken words. This chapter focuses on how traditional systems
work, the recent changes with the advent of deep learning tools and
how the problem of robustness is addressed.

Automatic Speech Recognition nowadays is highly used for human
to human and human to machine interaction. It has been a very active
research area ever since the first systems appeared but in recent years
the field has experienced a drastic change with the advent of deep
learning frameworks.

The idea of using a neural network in an ASR system is not novel
[14], but the progress made in the field of machine learning that allows
us to train neural networks with a higher number of layers grants the
ASR systems substantial improvements in the recognition rates making
it practical in every day life interaction of humans and machines.

The following sections introduce the different building blocks of an
ASR architecture with a special emphasis on the ones concerning this
thesis, in particular the feature extraction stage, where the speech sig-
nal is represented as a sequence of feature vectors aiming at obtaining
an invariant representation of the speech waveform, and the acoustic
modeling stage where the properties of the features are modeled.

As stated in the previous chapter the main goal of this thesis is
to address the problem of robustness in current ASR systems, in par-
ticular when the speech signal is influenced by external factors. An
introduction on how this problem has traditionally been solved and
what these factors are, is also presented in this chapter.

A more detailed explanation of the robust feature extraction step is
available in Chapter 3 in order to lay the foundations for our proposed
robust features. Also an introduction to deep learning for ASR is
presented in Chapter 6 to obtain some insights to understand the
contributions in the field of the acoustic modeling stage. A more
detailed review of the field can be found in numerous tutorials and
books available as for example [15] or [16].
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Speech Signal

Feature Extraction Acoustic Model

DecoderLanguage Model

ŵ1, ŵ2, . . .

Figure 2.1: Basic architecture of an ASR system. Shaded blocks indi-
cate where the main contributions of the thesis are circum-
scribed.

2.2 basic automatic speech recognition model

The first commercially available ASR systems were based on dynamic
programming and pattern matching algorithms as Dynamic Time
Warping (DTW) [17] where the input is compared with predefined
templates using dynamic programming for alignment which allows
the comparison of inputs and templates of different lengths.

In the 80s the ASR systems started to be applied to more complex
tasks, letting go the pattern matching approach in favor of statistical
modeling techniques. The fundamental technique employed was the
Hidden Markov Model (HMM) [18]. HMMs model speech as if it were
generated by a process that goes through a series of states following a
Markov chain, where each state has an emission probability custom-
arily modeled by a Gaussian Mixture Model (GMM). The transition
from one state to another is determined stochastically and is only
dependent on the current state. HMMs convert the ASR problem into
finding the most probable state sequence given the input signal.

The next step to improving the performance of ASR was to substi-
tute GMMs with a neural network [14], which allowed a more robust
estimation of the emission probability. This approach is known as the
hybrid model.

In the recent years the introduction of Deep Neural Network (DNN)
[10], first using the hybrid model and later by using an end-to-end
approach [19], has improved the performance drastically.

In Figure 2.1, we present the main components of an ASR system.
As can be seen it is composed of a feature extraction stage (also called
front-end), an acoustic model, a language model and an hypothesis
search or decoding stage (also called back-end).

The feature extraction stage tries to obtain a robust representation
of the speech signal extracting vectors that are meaningful for the
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task. In many cases, it attempts to remove noise from the speech
signal. This process takes place in the frequency domain since phonetic
information is mainly contained in the spectrum and its evolution
over time, although relevant information could be also present in the
time domain, as we will see in Chapter 5.

In the acoustic modeling stage, the information about the sequence
of acoustic units (as phonemes) is learned from the feature vectors.
The particular problems addressed in this stage are the variable length
of the speech utterances and the various sources of variability, which
are typically addressed by HMM and robust techniques, respectively.

The language model learns the correlation between the different
words of the training corpora and estimates the probability of the
different output sequences, typically using Context-Free Grammars
(CFGs) or statistic n-grams [20].

Finally, the hypothesis search module or decoding stage combines
the output of the acoustic and language models and produces the
word sequence with the highest score.

More specifically the feature extraction or parameterization stage
computes a sequence of feature vectors: X = [x1, x2, ..., xT] of length
T given the speech signal. These vectors are usually computed by
windowing the speech frames using 20-30 ms analysis windows with
a shift of 10-15 ms. The most usual feature extraction algorithm is the
Mel-Frequency Cepstral Coefficients (MFCC) [21]. In the next chapter
we will present a detailed description of the feature extraction stage
as various of our main contributions are related to it.

State-of-the-art systems take a statistical approach to speech recog-
nition, in such a way that given the feature vector sequence X, the
spoken word sequence W = ŵ1, ŵ2, . . . can be estimated through the
maximum a posteriori probability:

ŵ1, ŵ2, · · · = argmax
w1,w2,...

P(w1, w2, . . . |X). (2.1)

This is the so-called speech recognition problem equation. The above
equation determines the sequence that is most probable given the
observations feature vector sequence X.

To make the problem amenable to estimation, the Bayes rule can
be applied, taking into account that P(X) is independent from the
w1, w2, . . . , transforming the previous equation to:

ŵ1, ŵ2, · · · = argmax
w1,w2,...

P(X|w1, w2, . . . )P(w1, w2, . . . ), (2.2)

where P(X|w1, w2, . . . ) models the acoustic properties of the speech
and hence is denoted as the acoustic model, and the term P(w1, w2, . . . )
gives the a priori distribution of the word sequence. This factor is
typically modeled by the language model and is out of the scope of
this thesis. Both the acoustic and language models are obtained in a
previous training stage of the ASR system.
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Finally the decoding stage tries to solve the equation by searching
for the word sequence that best matches the input vector sequence.
The challenge of ASR systems is to build the acoustic and language
models that best reflect the spoken language.

The main contributions of this thesis are focused on the design of
novel robust techniques of encoding the information of the speech
signal into the feature vectors X by taking into account the Human
Auditory System (HAS) and the incorporation of novel deep learning
architectures into the acoustic modeling stage.

2.3 gmm-hmm based speech recognition

This section provides an overview of how the problem of speech
recognition has traditionally been modeled using HMMs.

In a Gaussian Mixture Model-Hidden Markov Model (GMM-HMM)
based ASR system, the probability distribution P(X|w1, w2, . . . ) from
equation 2.2 is modeled using as many HMMs as acoustic units con-
sidered. Specifically, GMM-HMMs model speech as if it were generated
by a process that goes through a series of states following a Markov
chain, where each state has an emission probability modeled by a
GMM, and the transitions between states are given by the transition
probabilities.

The number of words in the dictionary or lexicon of the system
in complex tasks is usually very large making words unsuitable as
acoustic units. Therefore, instead of using words, HMMs model smaller
acoustic units, as for example phonemes whose inventory has a smaller
cardinality. Subsequently, words can be recomposed by concatenating
these units.

In current ASR systems, the acoustic units consider not only phonemes
but their phonetic context, typically the so-called triphones, which
considers every combination of previous and posterior phonemes,
providing a better representation of the speech due to co-articulation.
As the computational cost of using the complete set of triphones can
be high, usually some of the HMM parameters to be learned are shared
(or tied) between acoustically similar triphones.

Each acoustic unit is usually represented by a HMM with a Bakis
topology [8], with non-emitting initial and final states and normally
three emitting or active states. The Bakis topology does not permit the
return to a state once it has transitioned out of it, which is a realistic
model of how speech is produced. The first and final emitting states
models the transitions between the different triphones and the central
state models the stable part. A example of this architecture can be
seen in Figure 2.2.
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s0 s1
a01

s2
a12

s3
a23

a13

s4
a34

xt

P(xt|s1)

xt

P(xt|s2)

xt

P(xt|s3)

Figure 2.2: An HMM with 5 states, with non-emitting initial and final
states and three emitting or active states. Only the tran-
sitions permitted in Bakis architecture are drawn. aij is
the probability of transition from state si to state sj, and
P(xt|si) is the emission probability of feature vector xt in
state si. This architecture is commonly employed to model
triphone acoustic units.

As mentioned before, the emission probabilities are modeled using
GMMs, where the probability of that a particular feature vector xt of
the sequence having been generated from the state si is given by:

P(xt|si) =
M

∑
m=1

cmN (xt; µm,i, Σm,i), (2.3)

where M is the number of components in the mixture, cm the weight
of the m-th component and N (xt; µm,i, Σm,i) is a multivariate Gaussian
density:

N (xt; µm,i, Σm,i) =
1

(2π)D/2|Σm,i |1/2 exp
{
− 1

2 (xt − µm,i)
TΣ−1

m,i(xt − µm,i)
}

, (2.4)

with mean µm, and covariance matrix Σm for the m-th component of
the mixture.

In order to train the GMM-HMM model, an Expectation Maximiza-
tion (EM) method is commonly considered, where the parameters of
the GMMs and the transition probabilities are estimated through an
iterative process using the Baum–Welch algorithm [22]. As most of the
datasets are labeled in a per utterance basis, it is not possible to ini-
tially assign a feature vector to its corresponding state. Therefore, an
iterative estimation process with alternate estimation and alignment
procedures is repeated until convergence.

The direct evaluation of equation 2.2 is unfeasible, since we need to
compute P(X|w1, w2, . . . ) for each possible word sequence. In order to
overcome this problem, statistical modeling using a HMM is introduced,
modifying 2.2 to:

ŵ1, ŵ2, · · · = argmax
w1,w2,...

max
q

P(X, q|w1, w2, . . . )P(w1, w2, . . . ), (2.5)

where q is a state sequence in the HMM for the spoken word sequence.
This modification makes the problem feasible as only the locally most
probable state sequence is considered.
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Figure 2.3: Trellis of the observation sequence X = [x1, x2, . . . , x5] for
the HMM presented in Figure 2.2. Only the transitions
permitted by the Bakis architecture are drawn. The Viterbi
algorithm will be run over the Trellis taking into account
the transition and emission probabilities finding the most
probable path, in this case q =

[
s1, s2, s3].

It is possible to compose an HMM for the entire language by con-
necting the HMMs of words (made of triphones HMMs) according to
the language model.

The final recognition is made by finding the most probable state
sequence, which is usually computed using the Viterbi algorithm over
a trellis diagram. An example can be seen in Figure 2.3.

2.4 hybrid models

The GMMs employed in the HMM provide the emission probabilities
have low discriminative capabilities and, in addition, they are not
invariant to changes in the input.

For these reasons in the early 1990s, first attempts were made to
replace GMMs by Artificial Neural Networks (ANNs). Unlike GMMs,
ANNs have a high discrimination capability and better generalization
properties. Also GMMs assume that the emission probability distribu-
tions can be modeled using a mixture of gaussians, whereas ANN are
an universal function approximator.

In the classical Artificial Neural Network-Hidden Markov Model
(ANN-HMM) hybrids [14], an ANN is trained to classify the input acous-
tic features into classes corresponding to the states of HMMs, in such a
way that the old GMM-based state emission likelihoods are replaced
by the likelihoods generated by the ANN. In other words, the neural
network estimates the posterior probability P(si|xt) of each state si

given the observation xt at time t.
In a hybrid ASR system, the HMM topology is set from a previ-

ously trained GMM-HMM, and the ANN training label data come from
the forced-alignment between the state-level transcripts and the cor-
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responding speech signals obtained by using this initial GMM-HMM

system.
In the recognition stage, an estimation of the emission likelihoods

of each HMM state, P(xt|si), is obtained by using the Bayes rule as
follows:

P(xt|si) =
P(si|xt)P(xt)

P(si)
, (2.6)

where P(si|xt) is the posterior probability estimated by the ANN, P(xt)

is a scaling factor constant for each observation that can be ignored
and P(si) is the class prior which can be estimated by counting the
occurrences of each state in the training data.

As can be seen, the ANN-HMM hybrid approach is not novel nowa-
days. Nevertheless, with DNN the drastic change is the addition of
multiple hidden layers in the ANN and the use of other architectures
like Recurrent Neural Networkss (RNNs) or Convolutional Neural Net-
works (CNNs) as will be explained in Chapter 6. Other techniques
aside from ANN can be used to obtain the state emission likelihoods
like Support Vector Machines (SVMs) [23].

Furthermore, with the introduction of the so-called end-to-end ap-
proach in 2015, HMMs are removed and DNNs learn all the components
of the speech recognizer. This approach is used in some modern
commercial ASR systems nowadays. In this thesis however only hybrid
models are considered because of the high computational demands
(training end-to-end models require a high number of Graphics Pro-
cessing Units (GPUs)) and the large quantity of speech data needed to
train these models (usually in the order of thousands of hours).

How DNNs are trained and the different architectures normally
employed in speech recognition are presented in Chapter 6, whereas
our proposed improvements in this stage are shown in Chapter 6 and
7.

2.5 addressing the problem of robustness in asr

Automatic speech recognition systems can be affected by external
influences not related with what has been spoken. It is worth noting
that ASR systems by themselves are not robust to external influences in
the speech signal as humans. In this section we present the distortions
that cause the ASR systems to fail and discuss how the problem can be
addressed.

The problem of speech recognition can be interpreted as a Bayesian
classification problem. Following [16] the error can be classified into
type 1 or type 2 errors. Type 1 errors represent the error given by
the use of models to represent the true data distribution, as can be
the HMM or the language model, because the process that generates
speech is more complex than the acoustic/language models consid-
ered. In other words, the limited capability of these models will cause

11
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recognition errors. Type 2 errors are incurred by other information pre-
sented alongside the speech signal, as can be the pitch or the spectral
harmonics of a particular speaker.

In addition to type 1 and 2 errors the speech signal can be influenced
by external factors leading to both types of errors.

2.5.1 External factors affecting the speech recognition performance

Some of these external factors can be:

Signal capture: the speech is captured using a microphone which
converts pressure waves into electrical signals. Ideally the micro-
phones should present a flat response across all frequencies but
real microphones can introduce distortions since their frequency
response is not flat and can vary due to external factors as, for
example, the distance and direction from the speaker. Also other
distortions can be introduced as for example harmonic distortion,
or noise can be induced due to the fact that real microphones
are not ideal devices.

After the speech signal is captured by the microphone it needs
to be digitized in order to be transmitted or stored. This process
can produce a variety of distortions such as the loss of spectral
information if the bandwidth of the channel is restricted, clip-
ping if the signal exceeds the dynamic range of the analog to
digital converter, distortions due to the quantification step, and
coding distortions if the signal is coded to be more efficiently
transmitted over various communication channels.

The effects of the signal capture are not addressed in this thesis.
For us the signal is captured ideally and the effects introduced
by the microphone and channels are not considered. Figure 2.4
shows an utterance of one dataset employed to test our methods.

Additive distortions: in some cases other signals are captured
alongside the speech signal. These other signals are considered
as noises, such as the sounds produced by air conditioning
machines, cars, other people speaking and many others.

These sounds are known as additive noises as the recorded signal
is mainly the sum of speech and these different signals. Typically
these signals are not correlated to the speech signal allowing
simpler suppression.

In our main experiments we have employed four types of addi-
tive noises: white noise, noise recorded on urban streets, single-
speaker interference and background music.

As the level of noise affects the accuracy of the ASR system, the
recognizer performance is commonly evaluated at different SNRs.
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Figure 2.4: An example of a speech signal from the RM dataset [24]
recorded using a professional microphone with a sampling
frequency of 16 kHz. The top is the waveform and the
bottom is the spectrogram of the signal. In particular the
spoken sentence is: find the names of serbs in the hooked port.
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Figure 2.5: The signal from Figure 2.4 corrupted by and additive street
noise at 10 dB SNR using the FANT tool [25].
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Figure 2.6: The speech signal from Figure 2.4 corrupted by passing
it through a filter with impulse response derived from a
room simulation algorithm using the image method [26]
with T60 = 0.5 s.

The SNR is expressed in decibels and is given by the following
equation:

SNR(dB) = 10 log
(

∑k s[k]2

∑k n[k]2

)
, (2.7)

where s is the clean speech signal and n is the noise. The higher
the level of the noise in comparison with the speech signal, the
lower the SNR. In particular, if SNR equals zero the speech and
noise signals have the same power.

An example of the clean speech signal from Figure 2.4 corrupted
by additive street noise at 10 dB SNR is presented in Figure 2.5.
As can be observed, the waveform is highly distorted and its
spectral patterns are hidden by those of the noise, specially at
low frequencies, as the street noise has a strong low frequency
component.

Reverberation: the persistence of the sound after being produced
due to reflections in the surrounding space where the speaker
is talking is known as reverberation. It can be characterized by
the reverberation time T60 defined as the time that the Sound
Pressure Level (SPL) needs to decay 60 dB from its initial level.

If the reverberation time is long, attenuated copies of what
has been spoken in the past are mixed up influencing the ASR

system. Even though there is a optimum reverberation time for
a space where speech obtains an optimal human intelligibility,
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for speech recognizers this is an undesirable effect that needs to
be addressed.

An example of the clean speech signal from Figure 2.4 corrupted
by passing it through a filter with an impulse response derived
from a room simulation algorithm using the image method [26]
with T60 = 0.5 s is shown in Figure 2.6. As can be seen the
spectrum is blurred in comparison to the original signal.

The main objective of this thesis is to mitigate the effects due to addi-
tive noise corruptions and, in some cases, reverberation distortions.

2.5.2 Modeling the external factors

To test our contributions we need a testbed in which the effects of
additive noise, reverberation and other external influences can be
introduced and measured in a controlled manner.

We can assume that the environment can be modeled as represented
in Figure 2.7 where the speech signal is captured by the microphone
obtaining the continuous electrical signal s(t), then it is digitalized
using an Analog to Digital Converter (ADC) obtaining s[n]. Usually,
we do not need to perform the later steps as we use state-of-the-art
datasets to test our methods.

Note that the effect of the noise and the environment presented in
the initial signal, s[n], are not taken into account, because typically
these recordings are performed in a clean environment and with a
close talking microphone or in an anechoic chamber, making the effect
of reverberation and additive noise negligible at this stage.

The recorded signal is then fed into a linear filter, h[n], and the
noise, n[n], is added, giving us the noisy version of s[n]:

x[n] = s[n] ∗ h[n] + n[n], (2.8)

where the effects of the reverberation and other convolutional distor-
tions are modeled using h[n], and different noises n[n] at a variety of
SNR are added in order to test different environments.

This is a reasonable model of the external influences of convolutional
and additive noises. It was initially proposed by [27] and is widely
used [16, 28]. Although many researchers prefer collecting recordings
in real environment, for the sake of simplicity in this thesis we use the
later model.

In particular for almost all the experiments noise has been added
using the FANT tool [25] according to the International Telecommunica-
tion Union (ITU) recommendation P58, where a voice activity detector
is used to determine an active speech level only from the speech
segments of a recording ignoring pauses before and after a speech
utterance and long pauses between words.

Reverberation is modeled with the Room Impulse Response Gener-
ator (RIR) [29] software where the room impulse response is obtained
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ADC h[n] +

n[n]

x[n] = s[n] ∗ h[n] + n[n]
s(t) s[n]

Figure 2.7: A simplified model of a noisy channel, which converts the
ideally clean input signal s[n] to the noisy signal x[n] by
passing it by a linear filter h[n] and adding noise n[n].

using the image method [26]. The room impulse response, in our case
h[n], is approximated with a Finite Impulse Response (FIR) filter that
models the acoustic channel between a source and a receiver in rectan-
gular rooms, allowing different reverberation times to be simulated.

2.5.3 How the external factors affect the speech recognizer performance

To illustrate how the performance of the speech recognizer is affected
by the external factors, an example of the accuracy achieved by a
classical GMM-HMM ASR system under different external conditions
is shown in Figure 2.8. The distortions are applied using the model
presented in the previous section. The recognizer is trained and tested
using the standard sets of the RM dataset [24] and the Kaldi toolkit for
speech recognition [30], employing a traditional triphone GMM-HMM

system with MFCC features.
Two external factors are considered: Figure 2.8a shows the recog-

nition accuracy as function of the SNR of an additive white noise,
and Figure 2.8b shows the recognition accuracy as function of the
reverberation time in a simulated reverberation environment.

As can be seen, two different curves for each type of distortion
are shown, on one hand the results when the recognizer is trained
with clean speech (without the presence of noise or any other kind of
distortion) and on the other, when it is trained using speech corrupted
by the same condition as the test set. The first one is known as
mismatched condition, and corresponds to a type 1 error, when the
true data distribution of the test set is not modeled as the recognizer
is trained with a clean set, compromising the performance of the
recognizer. The second one is when the training set is corrupted by
the same noise or reverberation conditions (in this case, at the same
noise level or reverberation time) as the test set. This case is known
as matched condition, and can be tied with a type 2 error. In general,
in the matched case the recognizer is trained using a training set
contaminated with different parameters, as the SNR of added noise, to
those present in the test set.

In both cases, the performance of the recognizer worsens as the SNR

decreases or the reverberation time increases, in the mismatched case
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Figure 2.8: Recognition accuracy for the RM dataset under white noise
corruption at different SNRs and simulated reverberant
environment.

because the model moves away from the true data distribution and in
the matched case due to the incorporation of other information in the
speech signals that is not related with the words spoken. It is worth
noting that the accuracy of the recognizer is higher when trained in
the matched case but this condition is not always feasible as the test
conditions can be unknown.

In this thesis our main contributions are aimed at obtaining an
improvement of the performance in both matched and mismatched
cases. Although nowadays with the advent of the deep-learning the
matched condition has taken the lead as deep neural networks can
generalize from large training sets that have been contaminated with
large numbers of conditions, in our opinion the mismatched case still
deserves attention.

2.5.4 Techniques aimed at improving the robustness of the recognizer

In this section we briefly review some of the most relevant contribu-
tions aimed at improving the accuracy of ASR systems under adverse
environments. Since the literature on robust speech recognition is very
large, interested readers can find an outstanding review in [28] or [16].

The main techniques can be divided into two groups following one
of the possible classifications proposed in [28]:

Feature domain techniques: these methods are usually based on
extracting the proper features that are inherently robust to noise,
or to modify the test features in order to match the training data
distributions, while maintaining the parameters of the acoustic
model unchanged. The methods that fall in this category can be
divided into:

• Noise-resistant features: this category can be further subdi-
vided into: auditory based features and neural network
approaches.
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The former focus on how noise affects the speech signal
and try to obtain an invariant representation of it, most of
the times inspired by the HAS. There are plenty of auditory
based features such us a Perceptually-based Linear Predic-
tion (PLP) [31], Relative SpecTrAl processing (RASTA) [32] or
Power Normalized Cepstral Coefficients (PNCC) [12, 33]. A
more extended review of auditory features and how they
are related to the HAS are presented in Chapter 3.

The later propose the employment of ANNs in the recognizer,
two approaches can be found. On one hand ANN can be
applied to obtain robust features using a bottleneck feature
network and then those features can be combined with the
GMMs estimations following Tamdem approach [34]. On
the other hand it can be employed to obtain the emission
probabilities of the HMM in the hybrid systems or the more
recent Context Dependent-Deep Neural Network-Hidden
Markov Model (CD-DNN-HMM) where DNN are used with
long context window. These methods are explained in
Chapter 6 as some of our contributions can be framed into
this approach.

• Feature normalization methods: they are used to normalize the
statistical moments of speech features. The most common
technique is the Cepstral Mean and Variance Normalization
(CMVN) or Mean and Variance Normalization (MVN) where
the first and second order statistics are used to normalize
the features.

Normally in all the feature extraction procedures some
degree normalization of the features is present. In this
thesis all of the features are normalized in a per utterance
basis employing MVN. By normalizing the features the
training and testing acoustic characteristics have the same
statistical moments reducing the mismatch between training
and test conditions. Also, normalization can mitigate the
effects of reverberation and of the frequency response of
the microphone and/or transmission channel [35].

Formally given the coefficients or the spectrum to normalize
X[m, l] for frame m at the l cepstral coefficient or frequency
filter output for non cepstral features, MVN is computed
as follows. First, the mean and standard deviation are
obtained over the entire utterance as:

µ[l] =
1
M

M

∑
m=1

X[m, l], 1 ≤ l ≤ L, (2.9)

σ[l] =

√√√√ 1
M

M

∑
m=1

(X[m, l]− µ[l])2, 1 ≤ l ≤ L, (2.10)
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where M is the total number of frames in the utterance
and L the number of coefficients or filters. Second, the
normalized features are obtained by:

X[m, l] :=
X[m, l]− µ[l]

σ[l]
, 1 ≤ m ≤ M, 1 ≤ l ≤ L.

(2.11)

• Feature compensation: this case is when the noise is removed
given the observed features. Most of the feature compensa-
tion methods attempt to enhance the speech signal using
signal processing techniques without extensive modeling
of the HAS properties.

Noise compensation techniques are pervasive in ASR. Some
of them are based on the (partial) suppression of back-
ground noise from the speech signal in a preprocessing
stage. Most of these methods operate on the frequency-
domain, the quintessential method of this category is Spectral
Subtraction (SS) [36] where the noise is eliminated in the
spectral domain using the noise spectrum estimated during
non-speech periods.

The spectral subtraction technique was first proposed by
[37]. In this method, a Voice Activity Detector (VAD) is
used to estimate the noise spectrum N(m, l) by averaging
all the frames where no speech is present. Then the spectral
coefficients X(m, l) are modified to obtain the denoised
frames as:

|X[m, l]| := max (|X[m, l]| − α|N[m, l]|, δ|X[m, l]|) . (2.12)

where α allows overestimating the magnitude spectrum
of noise and usually depends on the SNR of the utterance
and δ is a small constant to avoid negative values in the
spectrum.

In some of our experiments SS is used for purposes of
comparison. In particular we do not use an explicit VAD

and therefore, the noise spectrum is estimated in the first
frames of each utterance.

Other techniques that can be included in this category are
Wiener Filtering [38], Minimum Mean Square Error (MMSE)
short-time spectral amplitude estimator [39]. A combination
of these techniques are used in the well known European
Telecommunications Standards Institute (ETSI) Advanced
Front-End [40] that include several noise suppression algo-
rithms.

Model domain: these methods modify the acoustic model parame-
ters in order to incorporate the effects of the noise, compensating
for the mismatch between training and testing data noises.
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Methods that fall into this category are speaker adaptation tech-
niques such as speaker independent Discriminative Mapping
Transformation (DMT) [41] or the popular Maximum Likelihood
Linear Regression (MLLR) [42].

Methods that adapt the acoustic model parameters by explicitly
addressing the nature of the distortion caused by the presence
of noise such as Vector Taylor Series (VTS) [43] or Parallel Model
Combination (PMC) [44] also belong to this category.

The main contributions presented in this thesis are framed into the
feature domain methods, by proposing novel robust auditory features
that are inspired by the human auditory system and using novel
deep neural networks based robust hybrid systems. Also some of
the proposed features employ some degree of feature compensation
methods in order to increase the performance of the ASR systems.

A detailed introduction to auditory features is presented in the next
chapter and the proposed features are explained in detail in Chapter
4 and 5. The contributions concerning the DNNs hybrid systems are
explained in Chapter 6 and 7.

2.6 datasets

In this section we review the different datasets used in the experiments
and the reasons to choose each of them. We have performed our tests
in the well known, for robust tasks, Aurora 2 and 4 databases, and also
in noise versions of Isolet, RM, Texas Instruments and Massachusetts
Institute of Technology (TIMIT) and Wall Street Journal 0 (WSJ0).

2.6.1 Aurora 2

Aurora 2 database [45] consists of a set of connected digits spoken by
American English speakers and recorded at a sample rate of 8 kHz.
The database is contaminated with a selection of 8 different real-world
noises (subway, babble, car, exhibition hall, restaurant, street, airport
and train station) at different signal-to-noise ratios. In particular, SNRs

from 0 dB to 20 dB with 5 dB step were considered for our experimen-
tation.

The recognizer used for this dataset was based on Hidden Markov
Model Toolkit (HTK) software package [46] with the configuration
included in the standard experimental protocol of the database de-
scribed in [45], where a standard GMM-HMM system with a 16-state
word-based HMM and a 5-state silence model was adopted.

As our main experiments with this database were performed in
mismatched conditions, acoustic models were obtained from the clean
training set of the database, whereas test files correspond to the
complete test sets A, B and C.
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This is a small dataset that allows us fast implementation and testing
of our different algorithms, in particular for our auditory motivated
features.

2.6.2 Aurora 4

The Aurora 4 database [47] is a medium-vocabulary task based on the
WSJ0 corpus. The experiments were performed using the 16 kHz clean
and multi-condition training sets. Each training set consists of 7137
utterances from 83 speakers. The clean training set contains only clean
data recorded with a single microphone.

On the other hand, the multi-condition training uses different micro-
phones and artificially added noises. In particular, it is corrupted with
six different noises (street traffic, train station, car, babble, restaurant,
airport) at SNRs of 10-20 dB.

The evaluation set is derived from the WSJ0 5K test set corrupted
with the same noises and recorded with different types of microphones,
creating a total of 14 test sets with 330 utterances each. Note that
the types of noise are shared across multi-condition training and test
sets but the SNRs of the data are not. The results presented using this
dataset are averaged across all the tests sets of the Aurora 4 dataset.

A clean and multi-condition development sets are also available, we
used it for tuning parameters of the networks and as a validation set
during the training.

For the experiments performed in the Aurora 4 database two differ-
ent recognizers have been used. On one hand, the standard triphone
Kaldi [30] recipe is used for the traditional GMM-HMM systems. Linear
Discriminant Analysis (LDA) and Maximum Likelihood Linear Trans-
form (MLLT) are applied over the features for speaker adaptation. The
US English generic bigram language model and the Carnegie Mellon
University (CMU) pronouncing dictionary are used.

On the other hand, Aurora 4 dataset is used for our DNN archi-
tectures experiments, using Kaldi and Tensorflow [48]. A detailed
experimental setup is given in Chapter 7.

This dataset is large enough to test our methods in a more real-
istic environment while maintaining a reasonable size allowing fast
iteration in our developments with our limited resources.

2.6.3 Wall Street Journal 0 (WSJ0)

The WSJ0 database [49] consists of read speech from a machine-readable
corpus of Wall Street Journal (WSJ) news text [49].

The WSJ0 is a clean speech dataset. Nevertheless, for experiments
performed over it, a noise contaminated version is used.

To test the robustness of the different methods we used the same
four standard testing environments as [33]: (1) white noise, (2) noise
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recorded live on urban streets, (3) single-speaker interference and (4)
background music. The street noise was recorded on streets with
steady but moderate traffic. The masking signal used for single-
speaker-interference experiments consisted of other utterances drawn
from the same database as the target speech, and background music
was selected from music segments from the original Defense Advanced
Research Projects Agency (DARPA) Hub 4 Broadcast News database.

For training the acoustic models, we used the WSJ0 SI-84 training set
which contains 7 308 clean recordings, making a total of 14 hours. The
different experiments were performed on noisy versions of the WSJ0

5K test set, obtained by digitally adding the previously mentioned
noises—white, street, speaker and music—to the corresponding clean
speech at four different SNRs using the FANT tool [25] with G.712
filtering. More information about this procedure can be found in
Section 2.5. All the noisy tests performed in this dataset are evaluated
in mismatched conditions (that is, training on clean speech and testing
on noisy speech).

Experiments using this dataset were performed using the HTK recipe
described in [50], employing a tri-gram language model with 5k
vocabulary size and the CMU pronunciation dictionary.

This dataset allows us a direct comparison of our auditory feature
extraction algorithms with the PNCC on which they are based and is
our main baseline to overtake, as the same experimental set up for
which they were designed is used.

2.6.4 Resource Management (RM)

The DARPA RM dataset [24] is a clean continuous speech database.
The complete dataset consist of 25000 utterances from more than 160
american speakers, recorded at 16 kHz. For our experiments the RM1
section is used. We use the same subsets of [33] with 1600 utterances
of clean speech for training and 600 utterances of clean or degraded
speech for testing.

The same experimental set up of the WSJ0 dataset is used. This
dataset also allows us a direct comparison with the PNCC baseline,
while being smaller than the WSJ0.

2.6.5 Isolet

The Isolet database [51] consists of 7 800 English alphabet spoken
letters (two productions of each letter per each of the 150 speakers) at
a sample rate of 16 kHz. Specifically, we used a version of this database
called noisy-Isolet [52] where the original Isolet was contaminated
with 8 different noise types from the Noisex database at several SNRs

(clean, 0, 5, 10, 15 and 20 dB). The noise types are: speech babble,
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factory noises 1 and 2, car, pink, F-16 cockpit, destroyer operations
room and military vehicle noise.

The experiments were performed using the Isolet testbed described
in [52], where a hybrid ANN-HMM system [53] is used. This testbed em-
ploys the Quicknet Multi-Layer Perceptron (MLP) package for acoustic
modeling [54].

Isolet database allowed us to perform our first experiments using
a hybrid configuration with a one layer MLP when a GPU was not
available.

2.6.6 TIMIT

The DARPA TIMIT Acoustic-Phonetic Continuous Speech Corpus [55]
consists of clean speech. Each utterance is recorded at 16 kHz and
the corpus includes time-aligned orthographic, phonetic and word
transcriptions allowing us to give results in terms of Phone Error
Rate (PER).

In particular, we used the 462 speaker training set, the 50 speaker
development set to tune all the parameters and finally the 24 speakers
core test set.

To test the robustness of the different methods we followed the lines
of the previously presented datasets, adding noise to the test set with
the FANT tool [25] for four different noises (white, street, music and
speaker) at different SNRs. All tests were evaluated in a mismatched
condition.

This dataset is employed in our first DNN experiments using Kaldi
toolkit [30] for implementing the traditional GMM-HMM ASR system
and the Python Toolkit for Deep Neural Networks (PDNN) toolkit [56]
for the hybrid DNN-based ASR systems.

Also the TIMIT dataset allows us to perform analysis of the errors of
the different systems based in phonetic classes as we describe in [5].
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3
R O B U S T F E AT U R E S M O T I VAT E D B Y T H E H U M A N
A U D I T O RY S Y S T E M

3.1 introduction

The remarkable ability of humans in speech recognition tasks under
noisy conditions is still far above that of machines. In this context,
several researchers have proposed that modeling the Human Audi-
tory System (HAS) may be an adequate strategy to reduce the gap in
performance.

In this chapter we describe the basic mechanisms of human hearing.
By understanding it, it is possible to design a feature extraction stage
that allows Automatic Speech Recognition (ASR) systems to increase
their performance in noisy and hard environments. Classic auditory
models and feature extraction techniques are presented giving the
reader the background to later understand our contributions.

The state of the art in feature extraction and auditory modeling is
very broad. For a more extended review, we find Chapter 5 from [16]
outstanding, also Chapter 4 from [35] is a good review of hearing and
auditory models, and for topics related to the processing of the human
hearing system [57] is a remarkable resource.

In the next sections, first, a general description of the human au-
ditory system is presented alongside an explanation of the most im-
portant physiological observations giving insights on how humans
process speech. This is necessary to understand the motivations of
the auditory inspired features. Then, the general feature extraction
procedures motivated by the auditory processing used by speech
recognition systems are explained in detail.

3.2 human auditory system

The Human Auditory System (HAS) or human hearing system plays
an important role in the everyday life of humans, mainly allowing the
communication between us. The HAS has evolved during thousands
of years to clearly and intelligibly understand speech in all kinds of
situation. Understanding how it works and apply its fundamentals to
ASR systems improves performance in noisy and hard conditions.

Many parts of the human hearing mechanisms such as the auditory
cortex in the brain are not yet well understood while the auditory
periphery has been studied in detail.

As shown in Figure 3.1, following [35], the human auditory system
can be divided into three main stages:
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Figure 3.1: Model of the HAS: path from the speech signal to the
perceived and understood speech.

1. Sound to neural representation conversion: first a neural representa-
tion of the acoustic wave containing the speech is obtained by
the outer, middle and inner ear, also known as the auditory pe-
riphery. The speech signal travels through the air as an acoustic
waveform of pressure variations, arriving to the outer ear where
the external ear and the external ear canal conduct the wave to
the middle ear.

Then the tympanic membrane together with the so called ham-
mer, incus and stapes bones act as a mechanical transducer that
transforms the acoustic wave into mechanical vibrations. The
middle ear also amplifies the sound leading to the remarkably
low threshold of hearing that humans have in the particular
range of frequencies of the speech.

Next the mechanical vibrations are converted into neural im-
pulses in the inner ear, which is composed of two organs: the
semicircular canals and the cochlea. The former maintains the
equilibrium of the human body, and the later is of vital im-
portance as it converts the mechanical vibrations into electrical
impulses (neural action potentials) that are transmitted to the
brain.

2. Neural transduction: the electrical impulses generated by the
cochlea are transmitted to the brain by the auditory nerve fibers.

3. Neural processing: finally the auditory nerve arrives at the audi-
tory cortex in the brain where the nerve firings are processed
creating the perceived speech.

As stated before, neural transduction and processing are not yet
well understood, so we can only model them as a black-box where
the acoustic signal is converted into psychological observations. These
psychological observations can be obtained empirically giving us in-
sights into how the human auditory system processes acoustic signals.
In this chapter we review some physiological and psychoacoustic
properties of the human auditory system that are usually employed
in ASR feature extraction stages.

Although we do not know in detail the neural transduction and
processing stages, the mechanisms that take place in the inner ear con-
verting the speech waveform into neural stimuli is well documented.

The cochlea is the organ that transforms the mechanical vibrations
into neural stimuli. It is composed of a spiral tube filled with fluid,
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where the vibrations induce a wave motion sensed by the basilar mem-
brane which acts as a spectrum analyzer. In the basilar membrane,
thirty thousand Inner Hair Cell (IHC) are moved by the fluid at differ-
ent rates and when the vibration is large enough the hair cells produce
a spike that is transmitted through the auditory nerve to the brain.
Each hair cell is only sensitive to a particular range of frequencies
depending on its location in the basilar membrane. Also the auditory
nerve fibers are more sensitive to the frequencies of the hair cells
which they are connected. This fact is known as the synchrony effect
and is modeled in one of our contributions.

In the next subsections the psychoacoustical effects and physiologi-
cal properties of the HAS as related to our proposals are presented.

3.2.1 Frequency resolution of the human auditory system

The basilar membrane can be thought as a bank of filters in which
the bandwidth of each filter is proportional to its central frequency.
Nowadays, the modeling of this effect is, to some extent, present in all
feature extraction stages.

It is widely accepted that the cochlea carries out a logarithmic
compression of the auditory range whereby higher frequency intervals
are represented with less detail than lower frequency ranges. This
realization stems from experiments to detect critical bands, i.e. the
frequency bandwidth around a center frequency whose components
affect the sound level and pitch perception of that center frequency.

In this light, the notion of an auditory filter-bank relates to three
concepts:

A discretization of a frequency range into N bands.

A choice of the center of the bands to be related to special
frequencies or frequency ranges in the inner ear, which entails
the definition of a frequency scale.

A choice of the bandwidths and shapes of the different filters
that take into consideration the notion of critical bands.

The use of logarithmic frequency scales eases the conceptualization of
phenomena like masking, loudness and pitch.

Many scales of logarithmic frequency have been proposed being
the most relevant: the critical-band rate scale, the Mel scale and the
Equivalent Rectangular Bandwidth (ERB) induced scale. All of them
use methods to calculate the critical bandwidths at different center
frequencies and at the same time define scales of equal difference in
perception of pitches/levels related to those center frequencies.

Almost all of the auditory inspired feature extraction techniques
start with a filter-bank where each filter has its center frequency and
bandwidth defined along one of this frequency scales:
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Critical band and critical-band rate scale: The Bark scale was first
proposed by [58]. It is based on traditional masking experiments
and is defined as:

Fz( f ) =
26.8

1 + 1960
f

− 0.53, (3.1)

where Fz is defined in bark units and f in Hz. For example
the cochlear masking models described in Chapter 4, which are
derived from a set of psychoacoustic experiments, are defined in
terms of the Bark scale.

Mel scale: The Mel scale [59] (Mel comes from melody) is a very
well-known logarithmic transformation of the frequency scale.
It comes from pitch comparisons and is approximated by:

Fm( f ) = 2595 log10

(
1 +

f
700

)
, (3.2)

where Fm is in mel units and f in Hz. This frequency transfor-
mation is at the core of the most popular ASR feature extrac-
tion procedure, the Mel-Frequency Cepstral Coefficients (MFCC),
where a filter-bank of triangular overlapping filters uniformly
distributed in the mel scale is usually employed.

ERB scale: It was defined in [60, 61] as a more adjusted measure-
ment of the critical bands estimated using notch maskers. The
bandwidth for each frequency is defined as:

BWERB( f ) = 6.23 f 2 + 93.39 f + 28.52 ( f in kHz). (3.3)

Based upon these bands a new logarithmic scale may be defined,
the ERB-rate [62]:

FERB( f ) = 11.17 log
∣∣∣ f+0.312

f+14.675

∣∣∣+ 43.0 ( f in kHz), (3.4)

or the ERB number:

ERBN( f ) = 21.4 log(4.37 f + 1), (3.5)

also with f in kHz.

Alternatively, a filter-bank can also be defined in the time domain
by its impulse response, e.g. [63]:

h fc(t) = ktn−1exp(−2πBt)cos(2π fct + φ), (3.6)

where k defines the output gain, n is the order of the filter—in
the range 3-5 the filter is a good approximation of the human
auditory filter—, B defines the bandwidth, fc is the filter’s central
frequency and φ is the phase. fc is typically chosen uniformly
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Figure 3.2: Frequency response of a gammatone filter-bank composed
of 10 filters, in which central frequency are uniformly
spaced according to the ERB scale.

spaced according to the ERB scale. A filter-bank composed of 10
filters is show in Figure 3.2.

This filter-bank is known as gammatone filter-bank and simu-
lates the cochlea in a more realistic manner than the traditional
triangular filters spaced in the mel scale, in such a way that it
provides better recognition rates in ASR task. In addition, accord-
ing to [63], the impulse response of the gammatone function
provides an excellent fit to the human auditory filter shapes
allowing better modeling of the masking phenomena, as we will
present in the next chapter.

3.2.2 Psychoacoustical transfer function

The relationship between the physical intensity of the acoustic signal
and the perceived loudness have been studied extensively. A physio-
logical observation of the auditory nerve firing rate in comparison to
the intensity of the acoustic wave has been measured [64], concluding
that this relationship is nonlinear and compressive.

Many scales have been proposed to model this effect, the most
relevant being the Fechner [65] psychophysical scale and the Stevens
power law [59].

On one hand, Fechner scale is motivated by the decibel concept,
proposing that the relationship between the physical intensity U and
the perceived loudness V, can be approximated by:

V = c log(U). (3.7)

On the other hand, Stevens, supported by experiments where the
subjective evaluation of the perceived intensity was asked to a set of
listeners, proposes the following relation:

V = c1Uc2 , (3.8)
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Figure 3.3: Equal loudness contours as described in ISO 226 norm.

where c1 and c2 are constants fitted to the experimental data, being
c1 = 1 and c2 = 0.33 the most common values.

As will be explained later, most common feature extraction algo-
rithms include one of these relationships. For example, in MFCCs

the Fechner logarithmic nonlinearity is used and in the Perceptually-
based Linear Prediction (PLP) the Stevens power law is considered.
The recent Power Normalized Cepstral Coefficients (PNCC) propose
to use a different exponent in the Stevens power law based on the
physiological observations of [64].

3.2.3 Auditory thresholds and equal loudness curves

Another important psychoacoustic result present in many feature
extraction and auditory models is the equal loudness contours repre-
sentation [65]. Each curve defines the Sound Pressure Level (SPL) in
which a constant loudness is perceived across the spectrum with pure
tones. A unit of loudness, the phon, is also defined as the value of the
curve at 1 kHz. Figure 3.3 shows the equal loudness curves from 0 to
100 phon.

In order to obtain these curves a study was performed where the
subjects listened to pure tones and a reference tone at 1 kHz and the
level of the reference was adjusted until the listener perceived the
same loudness.

It is worth noting that the lowest equal loudness contour represents
the absolute threshold of hearing and the higher the threshold of pain.
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3.2.4 Masking

Cochlear masking is the phenomenon where the perception of some
frequency at a particular time instant, known as the masked frequency,
is affected by the sound level of another, the masker frequency, possibly
at a different time instant, to the extent that masked frequencies may
not be perceived.

The masking effect is applied in almost all lossy audio coding
algorithms, where masked sounds can be eliminated without the
listener perceiving the difference.

In the next chapter, a model of the masking behavior of the HAS is
use to enhance the robustness of the acoustic features is introduced. A
detailed description of the masking phenomenon is presented together
with our proposed models and speech recognition experiments.

3.3 classic auditory models

In this section the most relevant auditory models are reviewed. De-
tailed modeling of the human auditory physical attributes and psy-
chophysical facts started in the 1980s with the models of Seneff [66],
Ghitza [67] and Lyon [68, 69].

The Seneff’s auditory model has been employed widely. In this
thesis we use some parts of it to model the synchrony effects as will
be seen in Chapter 5.

As can be seen in Figure 3.4 the Seneff’s auditory model is composed
of three stages:

Stage I: models the peripheral auditory frequency response us-
ing a bank of bandpass filters. 40 recursive linear filters are
implemented in cascade following the nominal auditory-nerve
frequency responses described in [70]. The filters are distributed
following the Bark scale. This stage simulates the filtering per-
formed by the basilar membrane in the inner ear.

Stage II: models the probabilistic behavior of the inner hair cells
of the cochlea, the first synapses and the nerve fibers, obtaining
as an output the probabilities of firing over time of a set of
auditory nerve fibers, modeling the nonlinear transduction from
the motion of the basilar membrane to the mean rate of auditory-
nerve spike discharges.

Stage II is composed of four steps: (1) nonlinear half-wave recti-
fication that uses for positive inputs the inverse tangent function
and the exponential function for negative inputs and models
the hair cell firing only in positive outputs, (2) short-term adap-
tation that models the release of the neurotransmitter in the
synapse, (3) a lowpass filter with cutoff frequency of approxi-
mately 1 kHz to suppress synchronous responses at higher input
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frequencies, and (4) a rapid Automatic Gain Control (AGC) stage
to maintain an approximately-constant response rate at higher
input intensities when an auditory-nerve fiber is nominally in
saturation.

Stage III: has two parallel modules whose inputs are the Stage
II outputs. The first module approximates the instantaneous
mean rate of firing and the second measures the synchrony in
response to the incoming signal.

The first one is implemented as an envelope detector to model
the instantaneous mean rate of response of a given fiber. The sec-
ond operation is called a Generalized Synchrony Detector (GSD)
and is motivated by the Average Localized Synchrony Rate (ALSR)
measure proposed in [71]. The hair-cell output is compared to
itself delayed by the reciprocal of the center frequency of the fil-
ter in each channel, and the short-time averages of the sums and
differences of these two functions are divided by one another. A
threshold is introduced to suppress responses to low-intensity
signals and the resulting quotient is passed through a saturating
half-wave rectifier to limit the magnitude of the predicted syn-
chrony. The GSD provides a useful representation of the spectral
components, including noise.

With the limited computational resources available at that time,
Seneff could only compare the mean rate and the GSD response visually
for some selected inputs. The Seneff’s auditory model has great
significance in our approach since our synchrony features, presented
in Chapter 5, are computed using its first and second stages.

Other models as the Ghitza’s Ensemble Interval Histogram (EIH)
[67] use the peripheral auditory model proposed by Allen [72] to
describe the transformation of sound pressure into the neural rate of
firing and focus on the mechanism used to interpret the neural firing
rates, or Lyon’s model [68, 69] where nonlinear compression, lateral
suppression, temporal effects and correlograms are included.

Also detailed auditory periphery models have been proposed by
physiologists rather than researchers in the field of speech technology,
to describe the auditory periphery in detail in contrast to the abstrac-
tions of later presented models. For example, the approach in [73]
models the rate of spikes using flow dynamics of the neurotransmitter
being able to describe a large number of physiological data.

An important model is the Zhang et al. model [74] that simulates
the auditory nerve activity by using a gammatone filter-bank whose
gains and bandwidths are controlled by a control path. This allows the
description of other physiological phenomena as two tone suppression.

In [75] a comparison of the auditory nerve model of [74] with a sim-
plified version applied to robust speech recognition tasks is presented.
This simplified model consists of: (1) a gammatone filter-bank, (2) a
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Figure 3.4: Structure of the Seneff auditory model.
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non linear rectifier and (3) a low pass filter. The gammatone filter-bank
models the mechanical responses to the sound, the rectifier the fact
that the auditory nerve fibers only fire when the signal is positive
and the low pass filter is use to suppress synchronous responses at
higher input frequencies as in the Seneff’s model. This model obtains
a reasonable gain in performance while keeping the computational
cost low, and is at the base of the PNCC [12, 33] feature extraction
method explained in the next section.

Although these models do not generally provide improved perfor-
mance on the recognition rate for clean speech, they obtain better
results than conventional feature extraction methods when speech
is degraded, for example, with added noise or reverberation. How-
ever, the usually higher computational cost and complexity (with
a large number of parameters to be tuned) have prevented a more
widespread adoption. In the next section we present some feature
extraction methods where their resemblance of the HAS on the one
hand and computational cost on the other, have been balanced to
allows their use in practical speech recognition tasks.

3.4 auditory based features

It is well established that feature extraction methods for ASR need
to take into account properties of the HAS to a certain extent. The
quintessential example of feature extraction process is the Mel-Frequency
Cepstral Coefficients (MFCC) [21], proposed in 1980 are the most used
features in automatic speech recognition systems.

Figure 3.5 shows the MFCC feature extraction procedure following
these steps:

1. The input speech signal passes through a pre-emphasis filter,
with response H(z) = 1− 0.97z−1. This filter serves the purpose
of emphasizing the spectral properties of the vocal tract and
reducing the effect of glottal pulses [27].

2. Then a Hamming window of 20-30 ms. length is employed. The
windowing is applied each 10-15 ms.

3. The power spectrum of the windowed signal is obtained using a
Short-Time Fourier Transform (STFT).

4. The power spectrum is filtered and weighted with an auditory
filter-bank of triangular filters that are equally spaced in the
Mel scale, obtaining a set of Mel-Frequency Spectral Coefficients
(MFSC). Usually, the number of mel-scaled filters is set to 40.

5. The logarithm of each of the individual MFSC coefficients is
taken.
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6. The Discrete Cosine Transform (DCT) is applied obtaining a
feature vector of MFCCs. Usually each 10-15 ms a feature vector
containing 13 MFCCs is extracted.

7. Frequently the MFCCs are normalized using Cepstral Mean and
Variance Normalization (CMVN), as explained in Section 2.5.4.

From the MFCC extraction process we can see that some considera-
tions of the HAS have been taken into account:

1. The triangular mel-scaled filter-bank employed tries to emulate
the critical bands in the cochlea.

2. The non-linear transformation (logarithm) applied over the out-
puts of the mel-scaled filter-bank mimics the Fletcher’s psy-
chophysical transfer function [65]. Also the non-linear percep-
tion of sound intensity is incorporated by means of a logarithmic
transformation of the spectrum.

3. The DCT can be interpreted as a low pass filtering of the mel-
spectrum [35], modeling the response of the auditory nerve
fibers, as in the Seneff model where in the Stage II a lowpass
filter is used to suppress synchronous responses at higher input
frequencies.

Another common feature extraction method that takes into account
the human auditory system is the PLP [76], which is a pragmatic
approach to model the auditory periphery. The procedure for PLP

computation, shown in Figure 3.5, it consists of the following steps:

1. Computation of the power the spectrum in the same fashion as
in the MFCC using a sliding window and a standard STFT.

2. The power spectrum is integrated using a trapezoidal filters in
the bark-frequency scale

3. Equal loudness pre-emphasis is applied to approximate the un-
equal sensitivity of the human hearing according to the threshold
of hearing.

4. A non-linearity is introduced based in the power law proposed
by [59].

5. Inverse Fast Fourier Transform (IFFT) and Linear Prediction (LP)
are performed follow by a cepstral recursion obtaining the final
features.

6. Frequently the PLP coefficients are normalized using Mean and
Variance Normalization (MVN), as explained in Section 2.5.4.
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Figure 3.5: Pipeline of the MFCC and PLP feature extraction process.
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It is worth noting that the computational complexity of PLP feature
extraction is similar to MFCC and sometimes provides better recogni-
tion accuracy.

The PLP extraction process takes into account the following consid-
erations of the HAS:

1. The critical bands in the cochlea are emulated with trapezoidal
filters distributed according to the Bark frequency scale.

2. It approximates the unequal sensitivity of the human hearing to
different components of the signal by using the equal loudness
contour plots.

3. The psychophysical transfer function is applied by means of
the use of the Stevens power law with cubic root on the power
spectrum.

As can be seen the MFCC and PLP try to model to some extent the
HAS, but many effects that take place in the human hearing system
are not modeled. There are plenty of other feature extraction methods
that take into account the HAS, such as Zero Crossing Peak Ampli-
tude (ZCPA) [77], Average Localized Synchrony Detection (ALSD) [78],
Perceptual Minimum Variance Distortionless Response (PMVDR) [79],
Invariant-Integration Features (IIF) [80], Amplitude Modulation Filter
Bank (AMFB) [81, 82], SParse Auditory Reproducing Kernel (SPARK)
[83] or the well-known Relative SpecTrAl processing (RASTA) [32] that
exploits the insensibility of human hearing to slowing varying stimuli
by modeling the trend of the auditory periphery to emphasize the
transient portions of incoming signals.

Though most of the algorithms described above include spectro-
temporal notions, these are incorporated in separate stages of the pro-
cessing pipeline. The idea of simultaneously performing temporal and
spectral analysis to yield so-called spectro-temporal features has lately
emerged, e.g. spectro-temporal Gabor features [84–86], HIerarchical
Spectro-Temporal (HIST) [87], spectro-temporal derivative features [88]
or sparse spectro-temporal features [89]. Auditory-inspired represen-
tations in these domains are reviewed in [90].

Lately PNCC were proposed as a way to model the HAS while main-
taining a low computational complexity. In the next section the PNCC

algorithm is explained in detail as some of our contributions are based
on it.

3.4.1 Power Normalized Cepstral Coefficients (PNCC)

Power Normalized Cepstral Coefficients (PNCC) [12, 33] have been
proposed as an alternative to capture the essentials of the HAS without
the complexity of full psychoacoustical models. PNCC are based on
the simplification of the previously presented physiological auditory
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models and the addition of a medium time non-linear processing that
removes the effects of additive noise and reverberation, as will be
explained in the next paragraphs.

PNCC has an important role in our contributions in the feature
extraction stage as we use their spectro-temporal representation, or
cochleogram, and noise compensation techniques in our developments.

The main innovations of the PNCC algorithm are: (1) the replacement
of the traditional logarithmic non-linearity used in MFCC coefficients
with a power-law non-linearity that provides a better fit to the onset
portion of the rate-intensity curve developed by the model of [64],
(2) the use of a noise-suppression algorithm based on asymmetric
filtering that suppresses background excitation and a module that
carries out a temporal masking by placing a peak for each frequency
channel and suppressing the instantaneous power if it falls below that
of the envelope, (3) the use of a medium time processing (50-120 ms.)
to estimate the environment degradation, and (4) a low computational
cost allowing its real time use.

The PNCC pipeline is depicted in Figure 3.6 and it is composed of
the following steps:

1. Initial Processing: the same pre-emphasis filter as in MFCC is
applied, then a STFT with a Hamming windows of 20-30 ms and
10-15 ms frame interval is used to obtain the spectrum X[m, ejwk ]

where m represents the frame index and wk is the discrete time
frequency 2πk

K with K the STFT size. The outputs are weighted
with a 40 normalized gammatone filter-bank equally spaced in
the ERB scale to obtain the short time power P[m, l]:

P[m, l] =
(K/2)−1

∑
k=0

|X[m, ejwk ]Hl [ejwk ]|2, (3.9)

where Hl [ejwk ] is the response of the l-th gammatone filter at
frequency wk, m is the frame index and l is the channel index.

2. Temporal Integration for Environmental Compensation: A medium
time power Q̃[m, l] is obtained by running a moving average
over P[m, l], with a temporal integration factor of five frames.

3. Asymmetric Noise Suppression with Temporal Masking: Motivated by
the fact that the speech power changes faster that the background
power, the authors develop an asymmetric filter that obtains an
average noise power that is subtracted from the medium-time
power, obtaining the enhanced power R̃[m, l]. It is worth noting
that the temporal integration and noise suppression can be seen
as a noise compensation technique that suppresses the effects of
additive noise and reverberation.

The asymmetric filter has various parameters that need to be
optimized if the algorithm is used in other dataset different from
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Figure 3.6: Pipeline of the PNCC feature extraction algorithm.
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the one used in the original paper where these features were
initially proposed.

Also a temporal masking block is included by obtaining a mov-
ing peak for each channel and suppressing the instantaneous
power if it falls below the corresponding envelope.

4. Spectral Weight Smoothing: a smoothing of the response across
channels is done by averaging the transfer function of the last
steps. The frequency averaged transfer function S̃[m, l] is ob-
tained as follows:

S̃[m, l] =
1

l2 − l1 + 1

l2

∑
l′=l1

R̃[m, l′]
Q̃[m, l′]

, (3.10)

where l1 = max(l − N, 1) and l2 = min(l + N, L), where L = 40
is the number of channels and N = 4, obtaining the frequency
averaged transfer function across the four upper and lower adja-
cent channels.

5. Time Frequency Normalization: The short-time power P[m, l] is
modulated by the later smoothed transfer function following:

T[m, l] = S̃[m, l]P[m, l]. (3.11)

6. Mean Power Normalization: the normalized power U[m, l] is ob-
tained as:

U[m, l] = k
T[m, l]
µ[m]

, (3.12)

where T[m, l] is the obtained processed power, µ[m] is a mean
power estimate computed by a moving average with a time
constant of 4.5 seconds and k is a constant fitted to the data.
This is done to reduce the impact in the changes of the incoming
signal.

7. Rate-Level Non-linearity: to model the psychoacoustical Transfer
Function the authors use the physiological experiments of [64]
to obtain the synapse output for different tones and fit the curve,
obtaining a power law with an exponent of 1/15. The final
power representation V[m, l] is obtained using this non-linearity:

V[m, l] = U[m, l]
1
15 . (3.13)

8. Final Processing: The coefficients are obtained in the same fashion
as in the case of MFCC employing a DCT to obtain 13 uncorrelated
coefficients and finally MVN is applied, as explained in Section
2.5.4.

40



3.4 auditory based features

−5 0 5 10 15 20
0

20
40

60
80

100

SNR(dB)

A
C

C
(%

)

(a) White noise

0 0.5 1
0

20
40

60
80

100

T60

A
C

C
(%

)

MFCC

PNCC

(b) Reverberation

Figure 3.7: Recognition accuracy for the RM dataset under white noise
distortion at different SNRs and in a simulated reverberant
environment for the traditional MFCC and PNCC feature
extraction processes.

As an example of the performance of MFCC and PNCC for noisy
speech recognition tasks, Figure 3.7 presents the results obtained by
the PNCC in comparison to MFCC in the Resource Management (RM)
dataset for white noise and reverberation in mismatched conditions.
As can be seen in this figure and in the original paper [12] where more
extended results are shown, PNCC features provide dramatic perfor-
mance improvements over conventional MFCC and also over others as
PLP, Vector Taylor Series (VTS) or the European Telecommunications
Standards Institute (ETSI) advanced front end [33].

One drawback of the PNCC is that in order to use it in other datasets
different from the one where it were originally developed, it may be
necessary to optimize the parameters of the feature extraction process.
Our proposed contributions aim at capturing auditory attributes that
make an impact in the speech recognition performance minimizing
the number of parameters to be adjusted. In addition PNCC processing
does not consider the synchrony representation and the lateral sup-
pression effects. Both lacks are included in the feature extraction stage
in the next chapters.

We try to get inspiration from the HAS and in particular, all the
steps presented in Figure 3.1 are modeled in this thesis: the inner-ear
representation is modeled with a modified version of the PNCCs where
the masking effects that take place in the cochlea are considered in
detail (Chapter 4), the neural transduction is simulated by introducing
the synchrony effect performed in the auditory nerve (Chapter 5), and
the neural processing step is modeled using deep learning techniques
(Chapter 6 and 7).
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4
P O W E R - N O R M A L I Z E D C O C H L E O G R A M S F E AT U R E
E X T R A C T I O N

4.1 introduction

As stated in the previous chapter, mimicking the human auditory sys-
tem may contribute to improve the performance of Automatic Speech
Recognition (ASR) systems in noisy and hard conditions. Specifically,
in this chapter we model the masking behavior of the Human Audi-
tory System (HAS) to enhance the robustness of the feature extraction
stage in ASR. Despite ingrained intuitions that masking deteriorates
signal quality, we propound that it smooths away some noise and
artifacts.

Methods that comprise procedures that emulate HAS masking can
be found in the literature: as seen in the previous chapter, Power
Normalized Cepstral Coefficients (PNCC) that includes temporal mask-
ing, simultaneous or frequency masking is considered in [91] where
a frequency-dependent masking threshold is computed, or [92] that
performs an estimation of the clean signal taking into account mask-
ing effects. In [93] both temporal and simultaneous masking are
incorporated performing a time-frequency noise spectral subtraction.

The three cornerstones of our procedure are first, the use of mathe-
matical morphology operations to emulate the masking processing of the
cochlea, second, the design of a single auditory-inspired three-dimensional
mask independent of frequency and intensity and third, the use of
an adequate underlying spectro-temporal representation of speech such
that the non-linearities in frequency and intensity observed in the
auditory masking phenomena are significantly equalized licensing a
biologically meaningful application of the two previously mentioned
elements.

In particular, our model filters a cochleogram—a spectro-temporal
representation of speech— as if it were an image, allowing for the
simultaneous processing of both dimensions, time and frequency. For
that purpose, the mask—or in mathematical morphology terminology,
the Structuring Element (SE) reproduces the spectro-temporal masking
behavior as induced from well-known empirical measurements. Thus,
the design of the SE is the crux of our approach.

Note that these empirical measurements were either carried out
in the spectral or the temporal domains separately, but we need
to extrapolate this to both dimensions. In this chapter, we present
various structuring element designs that aim at closely resembling
the auditory masking phenomena that take place in the cochlea and

43



power-normalized cochleograms feature extraction

we also refine our hypothesis that morphological filtering produces
a smoothing of the spectro-temporal envelope that better models the
masking behavior of the cochlea.

In previous works by our group [94, 95], some evidence of the utility
of the morphological filtering of speech spectrograms with a roughly-
approximated SE was presented. Such rough modeling already yielded
an enhancement of the filtered speech both in terms of objective quality
measures and ASR performance. Note that, although some work has
been carried out in the field of morphological processing of speech
spectrograms using dilation across spectral lines to reduce spectral
fluctuations [96], such efforts did not take into account the properties
of the HAS.

Finally and for the sake of simplicity, we employ a single mask
across all frequencies and intensities despite the fact that the masking
properties are frequency- and sound intensity-dependent [57], relying
on the underlying spectro-temporal representation to accommodate
these effects. The proper choice of this representation is essential in
our feature extraction method. We have selected the one proposed as
part of the PNCC [12, 33] in combination with conventional spectral
subtraction.

In summary, our contribution in this chapter models the HAS mask-
ing phenomena by using Morphological Filtering (MF) operations
while maintaining a low computational cost with very few tuning
parameters. A key aspect is the design of a single bio-inspired three-
dimensional SE that is used across the board unlike other spectro-
temporal techniques that need a large number of different bases as in
[84–86], for example, where a reduced set of temporal, spectral and
spectro-temporal filters need to be chosen to make it feasible. For this
single SE to remain invariant in frequency and intensity we rely on an
underlying spectro-temporal representation that already accounts for
that variability. In particular, we have borrowed that of PNCC—even
improving the temporal masking there included—while maintaining
a low computational complexity with respect to the PNCC baseline.

The rest of this chapter is organized as follows: Section 4.2 intro-
duces the underlying spectro-temporal representation, Section 4.3
explains the theoretical and empirical basis of cochlear masking, Sec-
tion 4.4 describes our three-dimensional model of this phenomenon
introducing the basic terminology of mathematical morphology and
the design of our biologically inspired SE. Finally Section 4.5 presents
the results obtained in various datasets followed by some conclusions
and further lines of research in Section 4.6.

4.2 spectro-temporal representation

As highlighted before, the underlying spectro-temporal representation—
the cochleogram—where the morphological filtering will be applied
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needs to adopt the necessary frequency scaling and intensity normal-
ization to allow for a single SE to be valid across the full spectrum and
intensity range.

Our masking models have been tested in two different auditory-
motivated frequency-scaled cochleograms, known as Mel-frequency and
Power Normalized based spectro-temporal representations. The cochleograms
are denoted by V[m, l] where m is the frame index and l the frequency
index or filter output. A detailed description of both spectro-temporal
representations was presented in the previous chapter.

Dashed boxes in Figure 4.1 contain the block diagrams of the
two spectro-temporal representations considered in this work: Mel-
frequency (left) and Power Normalized (right). The outputs of both
submodules are the corresponding cochleograms V[m, l] on which
further processing with morphological filters is applied as explained
in subsection 4.4.3. Note that spectral subtraction, show as a shadow
block after Short-Time Fourier Transform (STFT), is not part of the
original mel-frequency and power-normalized representations com-
putations, but it is included here as a basic denoising technique (see
subsection 4.4.3).

4.3 cochlear masking empirical results and models

As mentioned in the previous chapter, the cochlea is the organ that con-
verts the mechanical vibrations in the middle ear to neural impulses.
The basilar membrane—the sensing structure that runs the length of
the cochlea—has a particular frequency and time response [97].

Cochlear masking is the phenomenon whereby the perception of
some frequency at a particular time instant, the masked frequency, is
affected by the sound level of another, the masker frequency—possibly
at a different time instant—, to the extent that masked frequencies
may not be perceived.

A masking tone will be defined as

s(t, F) = Lmδ(t− Tm, F− Fm), (4.1)

where F is expressed in any of the transformed frequency scales
introduced in Section 3.2.1, Lm is the sound pressure level of the tone,
Fm and Tm are the masker frequency and time instant and δ represents
the Dirac delta function.

Cochlear masking has been studied as the effect of a masker on
simultaneously masked frequencies, simultaneous masking, and as the
phenomenon whereby a masker affects non-simultaneous frequen-
cies, temporal masking. Classical masking experiments concentrated
in determining the amount of masking in either of these directions—
frequency or time—in isolation. But it is important to notice that
a given (masked) frequency is always being masked by maskers at
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Figure 4.1: Structure of the proposed front-ends for the two spectro-
temporal representations; the dashed boxes contain the
submodules corresponding to the mel-frequency (left) and
power-normalized (right) representations. The shaded
blocks (Spectral Subtraction (SS) and Morphological Fil-
tering (MF)) indicate the differences regarding conventional
MFCC-based and PNCC-based feature extraction.
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Figure 4.2: An example of simultaneous masking, where a masker
tone, represented in red, makes the gray tones, known as
masked tones, disappear from perception.

different time instants—both from earlier and later maskers—and
frequencies—both from lower and higher frequency maskers.

4.3.1 Simultaneous masking

Simultaneous masking is defined as the minimum sound pressure
level of a test sound, probe or signal—normally a pure tone—that is
audible in the presence of a masker. By varying the frequency of the
probe throughout the spectrum, a masking pattern may be obtained.

Figure 4.2 shows an example of simultaneous masking, where the
masker tone (drawn in red), shifts the hearing threshold (blue curve)
making the gray masked tones disappear from perception. All the
signals below the red curve are not perceived by the subject.

An experimental fact is that the shape and sound pressure level Lm

of the masker is quite determinant of the masking pattern. Regarding
the change of masking with masker parameters, [98] noticed that si-
multaneous masking is better represented in logarithmic scales where
the spacing and the masker frequency slopes extend more regularly
to either side of the spectrum.

A simultaneous masking model can be extracted from the psy-
choacoustic experiments data presented in [57] (Figure 6.14 in the
text), by fitting linear slopes for Lm = 60 dB in the Bark scale. We
assume a constant Lm across all frequencies and intensities, relying on
the underlying spectro-temporal representation to accommodate the
frequency-intensity dependency of the masking properties.

4.3.2 Temporal masking

Temporal masking has methodologically been treated as two separate
processes: premasking occurs before the appearance of the masker
while postmasking manifests itself after the masker is no longer present.
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It is well agreed-upon that premasking is noticeable about 20 ms prior
to the masker, while the duration of postmasking extends well beyond
200 ms, perhaps as far as 500 ms [94].

Thus, premasking can be modeled as a constant slope of +25 dB/ms,
starting 20 ms before the masker. Postmasking can be modeled with
the fitted model for single masker-induced postmasking presented
in [99], defined as:

M (t− Tm, Lm) = a
(
b− log (t− Tm)

)(
Lm − c

)
, (4.2)

where M is the amount of masking, t is measured in ms, Lm is the
masker Sound Pressure Level (SPL) in dB, and a, b and c are parameters
obtained by fitting the curve to the data, in particular:

a is related to the slope of the time course of masking.

b is the logarithmic of the probe-masker delay intercept.

c is the intercept when masker level is expressed in dBL.

4.3.3 Smoothed masking responses

As suggested in the previous sections, an idealized masking model
for a masker at (Tm, Fm) could be a cone with the appropriate decays
in the logarithmically scaled frequency and time coordinates. But
findings consistently suggest a masking model that is smooth around
(Tm, Fm), with sublinear decays or concave downwards ( f (x + y) <=

f (x) + f (y) ) close to this point and superlinear decays or concave
upward ( f (x + y) >= f (x) + f (y) ) further away [57]: a sort of
apex-smoothed cone.

At this point, it is worth mentioning that it seems that the masking
capabilities of the cochlea co-evolved in the presence of a noise that
has the peculiarity of raising masking thresholds uniformly, that is,
giving a flat frequency response [57]. We hypothesize that at the level
of granularity at which the cochlear response is being observed, this
phenomenon is also present, and the masking response of a particular
tone (Tm, Fm) must be the non-linear aggregation of many masking
responses of other neighboring masking tones (Tm + ∆T, Fm + ∆F)
with ∆T << Tm, ∆F << Fm which accounts for the smooth sublinear
decay. This would manifest as a smoothness constraint for the model
of the masking response in the neighborhood of (Tm, Fm). These
observations will be used in Section 4.4.2 to constraint the SE.

4.4 a three-dimensional model of cochlear masking

4.4.1 An overview of morphological processing

Mathematical morphology is a theory for the analysis of spatial struc-
tures [100] whose main application domain is in image processing as
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a tool for thinning, pruning, structure enhancement, object marking,
segmentation and noise filtering [101]. It may be used on both binary
and grey-scale images.

To perform MF operations, we first convolve the image with a struc-
turing element and then select the output value depending on the
thresholded result of the convolution. The MF operation is applied
on cochleograms, our underlying spectro-temporal representation, that
will be processed as if they were images. This spectro-temporal repre-
sentation is explained on Section 4.2.

With a proper choice of the SE, morphological operations on the
cochleogram reproduce the phenomenon of auditory masking where
the most prominent or salient elements of the cochleogram mask their
surroundings in the temporal and frequency domains.

Erosion and dilation are the basic morphological operations. Erosion
is used to reduce objects, while dilation produces an enlargement and
fills in small holes. Let V be the underlying spectro-temporal repre-
sentation and M the three-dimensional structuring element, erosion is
denoted as: V 	M and dilation: V ⊕M.

Erosion and dilation with a general structuring element require
relatively simple algorithms and there are fast implementations that
allow us to perform such operations efficiently. For gray-scale images,
erosion is the minimum over the structuring element and dilation the
maximum, respectively. Specifically, for a pixel at index [m, l] where l
is the frequency bin and m the frame index these operations can be
defined as follows:

(V 	M)(m, l) = min
(φ,τ)∈Z2

{V[m, l]−M[m− φ, l − τ]}, (4.3)

(V ⊕M)(m, l) = max
(φ,τ)∈Z2

{V[m, l] + M[m− φ, l − τ]}, (4.4)

where φ and τ range over the domain of definition of the structuring
element M.

There are two possible operators generated by the combination
of erosion and dilation using the same structuring element for both
operations: opening (V ◦M) and closing (V •M). The first one is an
erosion followed by a dilation and the second, a dilation followed by
an erosion. Mathematically they can be expressed as:

V ◦M = (V 	M)⊕M, (4.5)

V •M = (V ⊕M)	M. (4.6)

The opening operator tends to remove the outer tiny leaks and
round shapes, whereas the closing operator preserves the regions that
have a similar shape as the structuring element. Previous experiments
carried out by our group [94] show that closing performs better for
ASR than opening.

For producing the final masked cochleogram Ṽ, first the closing op-
erator is applied on the original (possibly de-noised) spectro-temporal
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Figure 4.3: Comparison between the piecewise-linear, piecewise-
paraboloid and piecewise-convex models in both frequency
and time domains.

representation V using the structuring element M and the result is
subsequently added to V:

Ṽ = λV + (1− λ)V •M, (4.7)

where λ is a configuration parameter that weights both contributions,
λ = 1 indicates no morphological filtering and corresponds with our
baseline system.

The tuned parameter λ sets a trade off between clean and noisy
performance, we typically select a value in the range 0.45-0.50, based
on the recognition rate in a development set, although the performance
is not affected significantly.

From this enhanced cochleogram Ṽ, mel-frequency or power nor-
malized based coefficients are computed following the procedure
explained in subsection 4.4.3 and following the pipeline represented
in Figure 4.1.

4.4.2 Structuring element

In this section we describe the auditory motivated structuring elements
that try to emulate the complex phenomenon of cochlear masking
when used in combination with MF. The SEs act as the cochlea’s
response to tone maskers, and the morphological filtering mechanism
reproduces the masking itself. Three different structuring elements are
presented, the piecewise-linear, piecewise-paraboloid and piecewise-convex
models.

The basic piecewise-linear model for masking can be observed in
Figure 4.3 (green line). This SE is built with linear slopes for the simul-
taneous masking model and the logarithmic model of Equation 4.2
for the temporal masking. In this model, referred to as the ideal model
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Figure 4.4: Three-dimensional representation of the piecewise-convex
SE. Color represents the weight of each pixel in the mor-
phological operations.

of masking in Section 4.3.3, the SE for a single frequency-time point at
[m, l] is not smooth.

To be consistent with the smoothness constraint we created two new
SE based in three dimensional (3D) quadrics, built by aggregating 4
asymmetric quadric quadrants with different parameters centered at
[m, l] fitted to the empirical models in Sections 4.3.1 and 4.3.2.

The piecewise-paraboloid model is built by aggregating paraboloid
quadrants and the piecewise-convex model using hyperboloid quad-
rants. A comparison of the masking response of these models with
the piecewise-linear model projected onto the time and frequency
coordinates can be observed in Figure 4.3.

As confirmed by the results in Section 4.5, filtering with the piecewise-
convex obtains the best performance. Different sizes in both frequency
and time domains were tested, and the best performance was obtained
by taking 10 ms of premasking, 150 ms of postmasking, and 6 bands
(in bark scale) in frequency. The 3D shape of this structuring element
can be seen in Figure 4.4. Note how temporal and simultaneous mask-
ing are interpolated by the quadrics over the parameters suggested
by the pure temporal and frequency models mentioned in Section 4.3.
The asymmetry in the slopes towards higher and lower frequencies
reflects the choice of different parameters to define the hyperboloids
in each quadrant. This effect is more evident in the post-masking than
in the pre-masking part of the SEs skirt.

Since the cochlear masking model is defined in terms of the Bark
scale but the spectro-temporal representations considered in this work
are related to the Mel (MFCC) or Equivalent Rectangular Bandwidth
(ERB) (PNCC) scales, the appropriate transformations between scales
are applied before the morphological processing (see Section 3.2.1).

Finally, a normalization between zero and one was applied on the
intensity dimension and the SE was padded with zeros in the negative
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time region to center it in the mask around the pixel in which the
morphological closing operation is to be performed.

The SE finally chosen can be seen at the upper left of Figure 4.5(a)
at scale, along with examples of the output of some of the processing
steps leading to the final cochleogram.

4.4.3 Morphological filtering-based front-ends

In this subsection, we describe how the morphological filtering is
embedded in the whole feature extraction process for automatic speech
recognition.

Figure 4.1 represents the block diagram of the two complete pro-
posed front-ends based on Mel-frequency (left) and Power Normalized
(right) spectro-temporal representations where the shadow blocks are
our additions to, respectively, conventional MFCC and PNCC feature
extraction: MF and SS. What we call a masked cochleogram, Ṽ[m, l], is
obtained by performing morphological filtering on V[m, l] using one
of the single structuring elements described in Subsection 4.4.2. As for
the spectral subtraction block, we found synergies with MF under the
MFCC framework [94, 95, 102] that we also confirmed for PNCC (see
Section 4.5). The last two blocks in both schemes carry out the usual
procedure, to de-correlate the resulting filter-bank energies by means
of the Discrete Cosine Transform (DCT), followed by a Cepstral Mean
and Variance Normalization (CMVN).

4.5 experimental results

In this section we present the experiments carried out on three different
datasets: Aurora 2, Isolet and a noisy version of the Wall Street Journal
0 (WSJ0) dataset. All of then were presented in Section 2.6.

4.5.1 Feature extraction

As mentioned before, two different spectro-temporal representations
were considered: mel-frequency and power-normalized cochleograms
(see Section 4.2). For either type, speech was analysed using a frame
length of 25 ms and a frame shift of 10 ms. After preemphasis and
Hamming windowing an auditory filter bank analysis was applied
over the spectrogram computed by using the STFT. In particular, in the
case of the mel-frequency representation, a set of triangular mel-scaled
filters was used, whereas, for power-normalized cochleograms a bank
of 40 gammatone-shaped filters whose center frequencies are linearly
spaced in the ERB scale between 200 Hz and 4000 Hz was applied,
followed by the PNCC [12] medium-duration power bias subtraction
and power function nonlinearity. In both cases, in order to decorrelate
the filterbank log-energies obtained in the previous stage, a DCT was
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(b) Spectrogram after morphological filtering, V •M .
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Figure 4.5: Selected spectrograms output by each step of the architec-
ture.
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Figure 4.6: Recognition results in terms of WER(%) and 95% confidence
intervals using the Aurora 2 dataset (averaged over all test
sets).

computed over them. Cepstral coefficients C0 to C12 were retained
together with their corresponding first and second order derivatives
to yield feature vectors of 39 components. CMVN were applied on each
of the components.

When indicated, a conventional SS was employed over the noisy
signal in order to emphasise speech over noise and MF was apply over
the corresponding enhanced cochleograms. Samples of the feature
files for the different datasets, and the scripts to replicate the results
on the Aurora 2 dataset are available at [103].

4.5.2 Aurora 2 dataset

We used the Aurora 2 dataset, to test our model, and to select the
best structuring element. As explained in Section 2.6.1 where details
about the dataset were presented, the standard experimental protocol
of the database described in [45] using Hidden Markov Model Toolkit
(HTK) is used. The proposed front-ends were tested in mismatched
conditions.

Recognition results in terms of WER and their 95% confidence inter-
vals are shown in Figure 4.6.

The confidence intervals are computed following [104] according to
the next expresion:

∆
2
= 1.96

√
p(100− p)

n
, (4.8)

where p is the WER, and n is the number of words in the dataset.
Obtaining the 95% confidence intervals show in the experiments as:
[p− ∆

2 , p + ∆
2 ].
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Figure 4.7: Recognition results in terms of WER(%) and 95% confidence
intervals using the Aurora 2 dataset (averaged over all test
sets) for the different structuring elements in combination
with SS.

These results correspond to several experiments carried out to study
the impact of MF with the SE described in Section 4.4 applied in
isolation or in combination with SS and employing mel-frequency or
power-normalized based spectro-temporal representations (labeled
respectively, as MFCC and PNCC).

We consider first the influence of MF in the ASR system performance
with different SEs. From Figure 4.6, applying MF only in the frequency
domain to simulate simultaneous masking (results labeled as Simul-
taneous Model) produces better results than applying MF only in the
temporal domain (results labeled as Temporal Model). The comparison
between the three three-dimensional SE considered (piecewise-linear,
piecewise-paraboloid and piecewise-convex) indicates that the last one
outperforms the other 3D models as well as the baseline and the
simultaneous and the temporal models for both spectro-temporal rep-
resentations and therefore was chosen for the subsequent experiments.
In particular, the application of MF with the piecewise-convex SE over
noisy spectrograms produces relative error reductions of 16.5% for
MFCC and 9.7% for PNCC with respect to the corresponding baselines,
both statistically significant. This suggests that the proposed model is
suitable for representing the robust behavior of the HAS in the presence
of noise.

Furthermore, Figure 4.7 presents the results obtained employing the
different proposed SE in combination with SS: the piecewise-convex
SE obtained the best performance using either MFCC or PNCC. For
these reasons, from now on the rest of the thesis, MF will refer to
morphology filtering with the piecewise-convex SE.

Secondly, we also investigated combinations of SS and MF. As
expected, for both spectro-temporal representations, SS with no MF
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clearly outperforms the corresponding baselines. For both, MFCC

and PNCC, the joint use of SS and MF improves the recognition rates
obtained with SS in a statistically significant manner. In particular, for
MFCC the relative error reduction achieved by MF+SS with respect to
SS is 10.7% and 24.9% with respect to the baseline. The relative error
reduction obtained with PNCC is 6.2% and 18.7% related to using only
SS and the baseline, respectively. These results show that a positive
synergy exists between the SS and MF techniques. Other spectral
suppression methods like Minimum Mean Square Error (MMSE) [39]
and Wiener [38] filtering were also initially tested but yielded worse
results than SS in conjunction with PNCC.

Third, the comparison of both spectro-temporal representations
shows that the different versions of features based on PNCC (baseline,
SS, MF, SS+MF) achieve in all cases better recognition rates than the
corresponding features based on MFCC. The best combination of PNCC

(MF+SS) produces a relative error reduction of 19.4% with respect to
the best combination of MFCC (MF+SS) and of 39.5% with respect to
the MFCC baseline. Also, it is worth noting that PNCC in isolation ob-
tains similar results than the best combination of MFCC-based features
(MF+SS).

Figure 4.8 and Figure 4.9 show the recognition Accuracy (ACC)
(ACC(%) = 100 −WER(%)) for each type of noise and Signal-to-
Noise Ratio (SNR). For brevity, only the results obtained by the base-
lines and MF+SS are shown in these figures. It can be observed that the
PNCC (MF+SS) method achieves the best performance in almost every
noise and SNR conditions. In some cases the MFCC method (MF+SS)
achieves similar results to PNCC as can be gleaned from Figures 4.8d,
4.8f, 4.8h, Figure 4.9a and 4.9b. Results in the presence of convolu-
tional noise presented in Figure 4.9 show no degradation compared to
the results obtained in the presence of additive noise only.

To conclude, we have achieve a better relative error reduction in
the Aurora 2 database than some other state-of-the-art techniques;
for instance, two dimensional (2D)-Gabor features based on power-
normalized spectrograms achieve a relative error reduction of only
7.04% compared to PNCC using a Hidden Markov Model (HMM) back-
end [85].

4.5.3 Isolet dataset

In this section, we present the experiments carried out on the Isolet
database presented in Section 2.6.5

The experiments were performed using the Isolet testbed described
in [52], where an Artificial Neural Network-Hidden Markov Model
(ANN-HMM) hybrid system is employed, using a context of 5 frames
to yield an input dimension of 195 and only one hidden layer is
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(a) Subway Noise (b) Babble Noise

(c) Car Noise (d) Exhibition Noise

(e) Restaurant Noise (f) Street Noise

(g) Airport Noise (h) Station Noise

Figure 4.8: Recognition results obtained under different additive noise
conditions in terms of ACC(%) using the Aurora 2 dataset.
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(a) Subway (MIRS) Noise (b) Street (MIRS) Noise

Figure 4.9: Recognition results obtained under different convolutional
noise conditions in terms of ACC(%) using the Aurora 2
dataset.

employed. This experiments were carried out to test our features in
different back-ends.

This system was tested under mismatched conditions where the sys-
tem is trained using clean speech and the test set consists of speech
contaminated with a balanced combination of the previously men-
tioned noises at several SNRs. A 5-fold cross-validation procedure was
used to improve the statistical significance of the results. The corre-
sponding recognition results in terms of WER and their 95% confidence
intervals are shown in Figure 4.10.

As can be depicted form Figure 4.10, similar conclusions to those
using the Aurora 2 dataset can be drawn. First, SS alone (without
MF) clearly outperforms the corresponding baselines for both types
of spectro-temporal representation (MFCC and PNCC-based). Second,
the application of MF increases the recognition rates with respect to
the corresponding baselines for both representations. Third, the joint
use of SS and MF improves the recognition rates obtained with SS in
a statistically significant manner. Finally, the PNCC features (PNCC

baseline, SS, MF, SS+MF) achieve in all cases better recognition rates
than the corresponding features based on MFCC.

With this set of experiments we have shown that the proposed
front-ends achieve also good results in hybrid ASR systems. Besides,
in comparison with our previous work over the Isolet database [94],
it can be observed that we have successfully improved the design of
the three-dimensional SE by means of the incorporation of perceptual
facts, yielding better results.

4.5.4 WSJ0 dataset

In this section, we present the experiments carried out on the WSJ0

database presented in Section 2.6.3
The experiments were performed using the HTK recipe described

in [50], employing a tri-gram language model with 5k vocabulary size
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Figure 4.10: Recognition results in terms of WER(%) and 95% confi-
dence intervals using the Isolet dataset (averaged over all
the noises and SNR, tested in mismatched conditions).

and the Carnegie Mellon University (CMU) pronunciation dictionary.
We use the SI-84 training set and the 5K test set contaminated with the
same standard testing environments as [33]. The various front ends
were tested on versions of the test set to which the noises were added
to the corresponding clean speech at different SNRs using the Filter
and Noise-adding Tool (FANT) [25] with G.712 filtering. All the noise
tests are evaluated in mismatched conditions.

Recognition results in terms of WER and their 95% confidence in-
tervals are shown in Figure 4.11. These results correspond to the
average over all the noises and SNR conditions outlined above. The
performances of our systems on clean speech employing the WSJ0 5K
test set are: 5.36% WER for MFCC and 6.67% WER for PNCC.

Figure 4.12 shows the recognition ACC for each type of noise and
SNR. For the sake of brevity only the results obtained by the baselines
and MF+SS are shown in these figures.

Figure 4.11 shows that: (1) The PNCC spectral representation base-
line clearly outperforms the corresponding MFCC baseline; (2) the
application of MF improves the baseline recognition rates but not in
a significant way for the PNCC case; (3) the joint use of SS and MF

improves the recognition rates obtained with SS and with the baseline
in a statistically significant manner for both representations; (4) the
PNCC (baseline, SS, MF, SS+MF) achieve in all cases better recognition
rates than the corresponding features based on MFCC, and (5) the
improvements in the WSJ0 dataset are lower than the Aurora 2 and
Isolet datasets. We suggest that this reduction is due to the larger
size of the database and the influence of the language model in the
acoustic decoding process.

Also note that, from Figure 4.12, the PNCC (MF+SS) method achieves
the best performance in every noise and SNR conditions. The improve-
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Figure 4.11: Recognition results in terms of WER(%) and 95% confi-
dence intervals using a noisy version of the WSJ0 dataset
(averaged over all the noises and SNR).

(a) White Noise (b) Street Noise

(c) Music Noise (d) Speaker Noise

Figure 4.12: Recognition results obtained under different additive
noise conditions in terms of ACC(%) using the WSJ0

dataset.
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Method Time (ms) % from Baseline

MFCC 19.66 –
MFCC + SS 26.98 37.23 %
MFCC + MF 21.84 11.80 %
MFCC + MF + SS 28.82 46.59 %

PNCC 67.93 –
PNCC + SS 85.69 26.14 %
PNCC + MF 69.45 2.23 %
PNCC + MF + SS 87.06 28.16 %

Table 4.1: Average runtime per utterance for the different methods
over all test sets on the Aurora 2 dataset.

ment in white noise in Figure 4.12a, and speaker noise in Figure 4.12d
conditions are particularly worth noticing, since the proposed method
clearly outperforms the PNCC baseline.

4.5.5 Computational complexity

Table 4.1 shows a comparison of the runtimes for the different methods
under several conditions (clean and noisy speech), using a workstation
with 3.4 GHz Intel Core i7 processor. The running times were obtained
by averaging each of the utterances over all testing sets on the Aurora
2 dataset. The extra time added by MF is relatively low for either MFCC

or PNCC. It is worth noting that the time spent by MFCC + MF + SS is
below the PNCC baseline, despite obtaining similar results in almost
every noisy condition.

4.6 conclusions

In this chapter we present an enhanced, perceptually-motivated SE for
morphological filtering of speech that models the complexity of HAS

masking properties. Well-known empirical data in either temporal or
frequency domains were interpolated to produce a three-dimensional
SE for morphological filtering. We imposed a smoothness constraint
we found more suited for our hypothesis that the morphological
closing operation produces a convexification of the spectro-temporal
envelope of speech that models the masking properties of the HAS.

Despite ingrained intuitions that this imitation of auditory masking
degrades the quality of the extracted features producing a blurring
effect, the results that we have obtained indicate that it could be in
fact a sophisticated mechanism for selecting the most important parts
of the spectrum from an intelligibility point of view, taking away
irrelevant information and emphasizing the most robust parts of the
spectrum.

61



power-normalized cochleograms feature extraction

The application of morphological processing with this SE in con-
junction with the Power-Normalized spectro-temporal representation
produces a significant increase in recognition rates in Aurora 2, Isolet
and a noisy version of the WSJ0 dataset. Also the results show that our
method improves the recognition rates in both hybrid and traditional
Gaussian Mixture Model-Hidden Markov Model (GMM-HMM) based
back-ends. To reach these results we have tested the combination of
PNCC, spectral subtraction and morphological processing.
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5
S Y N C H R O N Y- B A S E D F E AT U R E E X T R A C T I O N

5.1 introduction

In this chapter we discuss various ways of exploiting the tempo-
ral patterns of auditory-nerve activity to improve Automatic Speech
Recognition (ASR) accuracy. Physiological studies have demonstrated
that the response of an auditory-nerve fiber with a low Characteristic
Frequency (CF) roughly follows the shape of the input signal at least
when the signal amplitude is positive [105].

This phase-locking behavior enables the auditory system to compare
arrival times of signals to the two ears at low frequencies, which is the
basis for the spatial localization of a sound source at these frequencies.
While this sort of temporal coding is clearly important for binaural
sound localization, it may also play a role in the robust interpretation
of signals from individual ears as well.

Much of our own work in this area is motivated by physiological
findings by Sachs and Young [71] which showed that the Average
Localized Synchrony Rate (ALSR) that is derived from the nerve firing
times is much more robust to changes in intensity of vowel-like sounds
than the corresponding Mean Rate (MR) of responses as a function of
CF.

These results suggest that the timing information associated with the
response to low-frequency components of a signal can be substantially
more robust to variations in intensity (and potentially various other
types of signal variability) than the mean rate of the neural response.
Most conventional feature extraction schemes (such as Mel-Frequency
Cepstral Coefficients (MFCC) and Perceptually-based Linear Prediction
(PLP) coefficients) are based on the short-time energy in each frequency
band, which is associated with mean rate rather than synchrony.

The remainder of this chapter is organized as follows: Section 5.2
explains the synchrony effect, Section 5.3 briefly reviews the state
of the art that has motivated our formulation, Section 5.4 describes
our synchrony measurements and feature extraction procedures in
some detail, Section 5.5 describes our experimental results, and finally
Section 5.6 summarizes our findings.

5.2 synchrony response

The auditory nerve, as remarked in Chapter 3, transmits the electrical
impulses generated by the hair cells inside cochlea to the brain. It
is known that the auditory nerve fibers are more sensitive to the
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Figure 5.1: Period histograms of the auditory nerve fiber activity for a
squirrel monkey in presence of a 1.1kHz tone at different
intensities. Reproduced with permissions from [106].

tuned frequencies of the hair cells where they are connected. This
frequency is known as the Characteristic Frequency (CF) of the fiber.
This mechanism is accepted to be involved in how humans perceive the
sound location and may be part of the Human Auditory System (HAS)
robustness mechanisms.

The auditory nerve activity has been widely studied showing two
relevant behaviors: first, that when the intensity level is below the
threshold level, the auditory nerve fibers are activated randomly and
second, that as the intensity of the excitation is increased the activity
of the auditory nerve fibers follows the shape of the signal in the
positive part until saturation. This effect is more notable in the fibers
whose characteristic frequency is low. An illustration of this behavior
can be seen in Figure 5.1 where the auditory nerve fiber activity of a
squirrel monkey in presence of a pure tone is represented as a period
histogram [106]. The bars represent the number of spikes generated
during the interval given by the bar width.

This effect is known as phase-locking or synchrony-effect and allows
the human auditory system to obtain the spacial locations for low
frequency signals by comparing the arrival times of both ears, known
as Interaural Time Difference (ITD), lying the foundations for binau-
ral sound location. It is worth noting that when the characteristic
frequency of auditory nerve fibers increases, the capacity of tracking
the signals disappears, but [107] shows that the activations follow the
shape of the envelope of the signal, making the listeners sensitive to
some extent to ITDs in high-frequency sounds.
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Some authors have hypothesized that this affects how the signals are
interpreted by obtaining a representation with increased robustness
mainly for low frequencies. The most relevant work in this regard
is presented in [71] where the authors measure the auditory nerve
activity in cats using different vowels as stimulus.

By knowing the presented vowel and the CF of the measured fibers,
the ALSR and the MR response can be computed. First, the period
histogram is computed for each fiber, estimating the the instantaneous
discharge rate as a function of time through one fundamental period
of the vowel, averaged over the analysis period, computed using 64 or
128 bins per cycle.

Second, he discrete time Fourier transform is applied over the period
histogram, rl [n] for the fiber l. Then the period histogram of each fiber
can then represented as:

rl [n] = R0 + 2
N/2−1

∑
k=1

Rk,l cos
(

2πk
N

n + θk,l

)
, (5.1)

where N is the length of the histogram and Rk,l indicates the magni-
tude of the k-th Fourier coefficient for the fiber l. It Is worth noting
that every other Fourier magnitude correspond to each of the vowel
harmonics as the Fourier transforms is computed from histograms
containing two cycles of the vowel. An example of period histogram
and its Fourier transform magnitude can be seen in Figure 5.2.

Finally, the MR is simply the mean activity for each fiber over time
while the ALSR is defined as:

ALSRk =
1

Mk
∑

l∈Ck

Rk,l , (5.2)

where Rk,l is the magnitude of the k-th Fourier component of the
period histograms of the nerve fiber l, Ck is the set of fibers with
characteristic frequency between

√
2/2k f0 and

√
2k f0 being f0 the

fundamental frequency of the vowel and Mk the number of fibers
satisfying this condition.

As can be interpreted by this formula, the ALSR describes how the
auditory nerve activity of a fiber with a known characteristic fre-
quency is synchronized with the nearest harmonic of the fundamental
frequency of the vowel.

Figure 5.3 shows a comparison of the auditory nerve activity mea-
sured in terms of MR and ALSR. In Figure 5.3a the original spectrum
of the stimulus vowel /e/ is presented, Figure 5.3b shows the mean
rate response at different sound levels, while in Figure 5.3c the ALSR

is shown for the same vowel and intensities.
It can be seen that while the MR varies heavily when the intensity

increases, the ALSR shape remains constant, showing that the ALSR is
more robust to changes in intensity than the mean rate of the firing
activity for vowel sounds.
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Figure 5.2: Period histogram and Fourier decomposition for four dif-
ferent fibers using the vowel /a/ as a stimulus. The CF

of each fiber is shown in the center. Reproduced with
permission from [71].
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5.2 synchrony response

(a) Stimulus vowel spectrum

(b) Mean Rate (MR)

(c) Average Localized Synchrony Rate (ALSR)

Figure 5.3: Original spectrum, Mean Rate (MR) response and Average
Localized Synchrony Rate (ALSR) for a set of fibers in pres-
ence of a synthetic vowel /e/ for different sound levels.
Reproduced with permission from [71].
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These results can be interpreted as the synchrony effect or the timing
information in low-frequencies can have an impact in the robustness
of the human auditory systems to variations of intensity and maybe
to others types of degradation.

It is worth noting that traditional feature extraction algorithms, as
MFCC, PLP or Power Normalized Cepstral Coefficients (PNCC), are
based on the short-time energy computation of each of the band
filters rather than on the synchrony or temporal information of the
physiological responses of the auditory nerve. The short-time energy
can be interpreted as the mean response of the auditory nerve, and
therefore, trying to incorporate the temporal patterns of the signal
to the feature extraction process could make the ASR systems more
robust to changes in intensity and other variations for low frequencies.

5.3 related work on features based on synchrony

In this section we very briefly review selected prior studies that de-
scribe techniques that have been proposed to develop a synchrony
spectrum that reflects the temporal patterns of the auditory-nerve
response to signals as a function of frequency.

One of the first was the Seneff’s auditory model [66]. As presented
in Section 3.3, it has two parallel outputs, one that approximated the
instantaneous mean rate of firing of the auditory nerve and a second
that measured the synchrony in response to the incoming signals. The
second operation was called a Generalized Synchrony Detector (GSD),
motivated by the ALSR measure of [71]. The GSD simply compares the
simulated Inner Hair Cell (IHC) outputs with themselves delayed by
the reciprocal of the center frequency of the cell.

A second early formulation was Ghitza’s Ensemble Interval His-
togram (EIH) model [67], which develops synchrony information
by recording level crossings of previous stage over a set of seven
logarithmically-spaced thresholds over the dynamic range of each
channel.

In subsequent years the approaches of Seneff and Ghitza have been
elaborated upon, and other techniques have been introduced as well.
For example [78] proposed a simple but useful extension of the Seneff
GSD model that develops a synchrony spectrum by simply averaging
the responses of several GSDs tuned to the same frequency using inputs
from bandpass filters with CFs in a small neighborhood about a central
frequency. In [77] a type of processing called Zero Crossing Peak
Amplitude (ZCPA) is proposed, which develops histograms of time
spans between consecutive zero crossings weighted by the amplitude
of the peak between them.

A synchrony-based extraction of spectral contours is presented
in [75] by computing the Fourier transform of the envelope of the
auditory-nerve response in each channel (similar to ALSR computation)
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after bandpass filtering to reduce the impact of spurious frequencies
in the response produced by cochlear nonlinearities. This produces a
high-resolution spectral representation at low frequencies for which
the auditory nerve is synchronized to the input up to about 2.2 kHz,
and that includes the effects of the nonlinearities in peripheral auditory
processing. Using the auditory model of Zhang et al. [74], [75] show
that the use of the synchrony processing at low frequencies provided
a modest improvement compared to the auditory model with mean-
rate processing, and a large improvement compared to baseline MFCC

processing.
Other recent features motivated by synchrony include Synchronous

Damped Oscillator Cepstral Coefficients (SYDOCC) features [108] and
Locally Normalized Cepstral Coefficients (LNCC) features [109].

5.4 synchrony feature extraction

In this section we describe the various approaches to synchrony ex-
traction propose in this thesis, focusing on the generalized synchrony
detector proposed by Seneff [66], along with a second approach that
combines the ALSR proposed by Young and Sachs [71] with MR infor-
mation. We also discuss the benefit that is obtained when synchrony
extraction is preceded by a noise cancellation mechanism.

5.4.1 Application of the Seneff auditory model and Generalized Synchrony
Detector (GSD)

The Seneff auditory model [66] is well known and has received a
great deal of attention in the literature. It compress a model for the
auditory-nerve response with two outputs, one representing mean
rate and another representing synchrony.

Synchrony is estimated via the GSD, it is based on a nonlinear
statistic related to the autocorrelation of the Stage II output at a delay
equal to the period associated with the CF of each filter. The GSD

compares the putative instantaneous output of the hair cells in each
channel with itself delayed by the reciprocal of the center frequency
in each channel; the short-time averages of the sums and differences
of these two functions are divided one by another. A threshold is
introduced to suppress the response to low-intensity signals and the
resulting quotient is passed through a saturating half-wave rectifier to
limit the magnitude of the predicted synchrony.

The GSD seeks a clean spectral representation that preserves the
prominent peaks at the formant frequencies while reducing glottal
excitation components. Following the definition of the synchrony
when a peak at a particular frequency is present, it will be shown as a
periodicity in the output of the Sennef Stage II, and the GSD tuned to
the closer CF will detect it.
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Figure 5.4: Comparison of the elements of the original GSD by Seneff
and the MGSD used in this thesis. The connections denoted
by the broken lines are eliminated from the original GSD in
the MGSD. T denotes the reciprocal of the center frequency
in each channel.

The GSD has mainly three advantages:

1. It avoids detecting the frequency of the nearest harmonic of the
fundamental frequency of the vowel, as in the case of the ALSR.

2. The ratio of the numerator and denominator can be considered as
an energy normalization technique. The autor of [66] considers
that the ratio attenuate the fluctuations in the response due to
the glottal excitation components which can be considered noise.

3. The computational complexity of the GSD is very low.

We have empirically established that performance can be improved
by modifying the GSD detector by computing only the inverse of the
difference between the original input signal and the original signal
delayed by the period of the frequency to which the GSD is tuned.
This modification is similar to the short time autocorrelation function
[35] that display peaks at multiples of the period of a periodic signal.
Figure 5.4 compares the structure of the original and modified GSD

calculation; the modified GSD algorithm eliminates the connections
denoted by the broken lines. This modification contradicts that the
original GSD attenuate the fluctuations in the response, this can be due
to the fact that Mean and Variance Normalization (MVN) was applied
in the subsequent steps or because the glottal fluctuations contribute
to increase the recognition rates.

To obtain the features the mean energy is computed over each of
the outputs with a frame period of 10 ms and 25 ms window length,
follow by a Discrete Cosine Transform (DCT), obtaining 13 components.
From now, the features obtained using the modified GSD are denoted
as Modified Generalized Synchrony Detector (MGSD).
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5.4.2 Synchrony estimation based on Average Localized Synchrony Rate
(ALSR)

We also estimated the synchronized response using a variation of the
ALSR measurement of the putative auditory-nerve activity, as proposed
by Young and Sachs [71].

The ALSR is defined at a specified frequency to be the ratio of the
first Fourier component of the response at that frequency divided by
the mean firing rate, as described in [71] and in Section 5.2. These
responses are averaged over a range of one octave, again as described
in [71].

In our implementation of the ALSR we take the fundamental fre-
quency of the vowel as the CF of the fiber for which we are computing
the ALSR since the fundamental frequency of the vowel uttered is nor-
mally unknown. The rest of the steps are performed as in the original
ALSR: the short-time Fourier transform of the outputs of the audi-
tory filters are averaged across channels, producing a high resolution
representation at low frequencies.

This is one of the problems we face when developing a synchrony
related feature: the need to choose a frequency to sync. Other ap-
proaches like using an estimation of the pitch for syncing may be
possible but normally pitch estimations are not robust enough. How
to choose a proper frequency to sync is still an open question.

Because synchrony in realistic neural responses disappears (at least
for fine structure) at frequencies above 1-2 kHz, we used synchrony
information below 1000 Hz, and mean rate of firing above, with a
linear transition between the two over a range of 300 to 1200 Hz.
Finally, the synchrony and mean rate information are combined and
decorrelated by using a DCT, that produces a set of coefficients in the
cepstral domain and also removes the horizontal striations presented
in high resolution spectrograms. From now on, these features will be
denoted as Modified Average Localized Synchrony Rate (MALSR).

5.4.3 Auditory model employed to extract the synchrony information

In order to obtain the later proposed synchrony features: MGSD and
MALSR, a model of the auditory-nerve activity is required to obtain
the response of the IHCs. For the computation of these features we
considered two distinct models of auditory-nerve activity: the func-
tional model proposed by Seneff [66] and that of Zhang et al. [74].
Both models are described in Section 3.3.

The model of Zhang et al. is much more detailed than the Seneff
auditory model and much more computationally complex as well.
However, we did not achieve much greater recognition accuracy using
the complex auditory model as we expected and therefore, the results
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described in the next section were all obtained using the auditory
model described by Seneff [66].

To compute the MGSD and MALSR features we used a simplified
implementation of the Stages I and II (see Section 3.3) of the Seneff
auditory model based on the Slaney auditory toolbox [110], where the
amplitude of the input signals are adjusted per utterance to maintain
a constant power as the auditory model is highly nonlinear.

5.4.4 Noise removal before MGSD processing

We noted in our original experiments that recognition accuracy using
the MGSD or MALSR features could be improved through the use of
a noise cancellation mechanism prior to the extraction of synchrony.
In our experiments the performance improvements obtained by the
MALSR features when used with noise removal techniques are much
lower than the MGSD. Therefore, in the following only the MGSD

features will be tested in conjunction with the noise cancellation
mechanisms.

We considered two types of noise-cancellation approaches in this
work. The first, and simpler, approach was to use a form of con-
ventional Spectral Subtraction (SS) [36] (presented in Section 2.5.4),
but on a band-by-band basis after the initial gammatone filtering [63,
111], as summarized in the left portion of Figure 5.5. The features
obtained by using the MGSD with SS are denoted from now on as
Modified Generalized Synchrony Detector with Spectral Subtraction
Noise Reduction (MGSD-SS-NR).

A second approach is to integrate the synchrony effects into the
PNCC. In order to perform the integration we develop a noise removal
technique that incorporates the nonlinear Asymmetric Noise Sup-
pression (ANS) components of PNCC coefficients [12, 33]. In brief, the
speech signal is passed through most of the steps of PNCC processing
in order to remove the noise components, and then the audio signal
is recovered using spectral reshaping. The enhanced audio signal is
then passed through the auditory model front end with the MGSD, as
summarized in the right portion of Figure 5.5.

More specifically, this process is accomplished as follows: First, we
compute the PNCC until the mean power normalization step (see Figure
3.6), retaining the original phase and modifying only the magnitude
spectrum.

Then for each time-frequency bin, following the notation of the
PNCC (Section 3.4.1), we obtain the weighting coefficient w[m, l] for
the m-th frame and l-th frequency band as a ratio of the processed
power T[m, l] (the output of the medium-time and short-time PNCC

processing) to the original power P[m, l]:

w[m, l] =
T[m, l]
P[m, l]

. (5.3)
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Input Speech

Initial Processing

Gammatone Fre-
quency Integration

Short and Medium
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Figure 5.5: Block diagram comparing two ways of realizing noise re-
duction prior to the GSD algorithm, using subband spectral
subtraction and PNCC-based noise subtraction. The shaded
blocks indicates the major differences between the two
approaches.
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Each of the channels is associated with Hl(ejωk), the frequency
response of one of a set of gammatone filters. To obtain the final
spectral weights µ[m, k] we apply spectral reshaping [112] using the
above weights w[m, l] according to the expression:

µ[m, k] =
∑L−1

l=0 w[m, l]|Hl
(
ejwk

)
|

∑L−1
l=0 |Hl

(
ejwk

)
|

, 0 ≤ k ≤ N
2 , 0 ≤ l ≤ L − 1, (5.4)

where L is the number of filters, in our case L = 40, k is the discrete
frequency index and N is the number of points of the Short-Time
Fourier Transform (STFT). Given the µ[m, k] for 0 ≤ k ≤ N

2 , we can
obtain the remaining coefficients using Hermitian symmetry.

The reconstructed spectrum X̃
[
m, ejwk

]
is obtained using the original

spectrum X
[
m, ejwk

]
and µ[m, k] following:

X̃
[
m, ejwk

]
= µ[m, k]X

[
m, ejwk

]
. (5.5)

Finally the enhanced speech x̂[n] is re-synthesized from the recon-
structed spectrum X̃

[
m, ejwk

]
by applying an Inverse Fast Fourier

Transform (IFFT) and using OverLap Add (OLA) [113] obtaining an
undistorted reconstruction due to using 25 ms hamming window and
6.25 ms between frames.

The resulting enhanced speech is processed by the auditory model
and the MGSD, as described above. The obtained synchrony spectrum
is transformed using a DCT producing a set of coefficients in the
cepstral domain. From now on the features obtained using the PNCC

noise reduction technique and MGSD will be denoted as Modified
Generalized Synchrony Detector with Power-Normalized Cepstral
Coefficients Noise Reduction (MGSD-PNCC-NR).

5.5 experimental results

Three standard speech corpora were used for our evaluations: RM,
WSJ0, and Aurora 4 databases, all of then presented in Section 2.6.

For all the experiments using the RM and WSJ0 datasets, we use
Carnegie Mellon University (CMU) Sphinx [114], with the standard
recipes where a traditional Gaussian Mixture Model-Hidden Markov
Model (GMM-HMM) triphone system is employed. An US English
generic bigram language model and CMU pronouncing dictionary
are employed. For the Aurora 4 the standard triphone GMM-HMM

Kaldi [30] recipe is used with Linear Discriminant Analysis (LDA) and
Maximum Likelihood Linear Transform (MLLT) over the features for
speaker adaptation.

Since we are concerned primarily with the relative performance of
the various signal processing schemes considered, no attempt was
made to fine tune the parameters of the CMU Sphinx training and
decoder to minimize the absolute error rate.
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Figure 5.6: Comparison of recognition accuracies for speech corrupted
with white noise in RM dataset for each of several proposed
synchrony measurements: original GSD, MGSD, and MGSD.
A comparison with baseline MFCC and PNCC features is
also included.
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Figure 5.7: Same as Figure 5.6, but comparing the effectiveness of two
types of noise subtraction preceding the MGSD processing.

The coefficients obtained with the proposed features, C0 to C12, were
retained together with their corresponding delta (∆) and acceleration
(∆∆) coefficients to yield feature vectors of 39 components. Per utter-
ance mean and variance normalizations were applied to each of the
components.

To test the impact of the different methods of synchrony extrac-
tion on the robustness of the recognition accuracy for RM and WSJ0

databases, we used the same approach as in the previous chapter, us-
ing the four standard testing environments of [33], where the various
front-ends were tested on versions of the test set distorted with the
four testing environments at different Signal-to-Noise Ratios (SNRs).
For Aurora 4 the noise test sets are already defined as can be seen
in Section 2.6.2. Most evaluations are performed under mismatched
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Figure 5.8: Comparison of recognition accuracies for different sim-
ulated reverberation times using the RM dataset. The
MGSD-PNCC-NR is compared with baseline MFCC and PNCC

processing.

conditions (i.e. training on clean speech and testing on degraded
speech).

Figure 5.6 compares the results for speech corrupted in white noise
at various SNRs for several of the proposed methods using the RM

dataset. Specifically, we compare recognition accuracy in percent using
the MALSR, GSD, and MGSD methods as described in Sections 5.4.1 and
5.4.2 above, along with baseline MFCC and PNCC features. As can
be seen, all synchrony-based measurements outperform the baseline
MFCC features, the MGSD outperforms the original GSD at higher SNRs,
and the MALSR measure outperforms both GSD measurements at the
lower SNRs. Nevertheless, baseline PNCC features outperform all other
methods, including the synchrony-based features. Similar results are
obtained using the WSJ0 data, although the improvements over MFCC

are less dramatic.
Figure 5.7 shows the impact of preprocessing for noise reduction

on the effectiveness of the GSD-based features. We note that the
combination of GSD features using either noise removal approach
now outperforms baseline PNCC features, but that PNCC-based noise
subtraction provides substantially greater accuracy than conventional
noise subtraction when used in conjunction with the MGSD processing.

Figure 5.8 compares MFCC, PNCC, and MGSD-PNCC-NR in conditions
of simulated reverberation, again using the RM database, as a function
of reverberation time. Here the RM test set is corrupted by passing the
speech signal through a filter with impulse response derived from a
room simulation algorithm using the image method [26] at different
reverberation times.

For reverberation times greater than 0.3 seconds, the MGSD-PNCC-NR

features provides a significant improvement in recognition accuracy,
demonstrating that synchrony-based processing is useful in reverber-
ant as well as noisy environments.
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Figure 5.9: Recognition results in terms of ACC(%) for four different
noise conditions in the RM dataset.
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Figure 5.10: Recognition results in terms of ACC(%) for four different
noise conditions in the WSJ0 dataset.
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Figure 5.11: Recognition results in terms of WER(%) and 95% confi-
dence intervals for matched and mismatched training
using Aurora 4 data, average over all noise conditions.

Figures 5.9 and 5.10 compare results obtained using the MGSD-PNCC-NR

processing with the MFCC and PNCC baselines for data from the RM

and WSJ0 databases respectively, using the four standard noise types.
The MGSD-PNCC-NR processing provides better accuracy than MFCC

features with all the tested noises, although improvements are small
in some cases. MGSD-PNCC-NR processing never obtains substantially
worse results than MFCC. Also MGSD-PNCC-NR processing provides
better accuracy than PNCC features with additive white noise and
background speakers, although improvements are small in some cases.
MGSD-PNCC-NR processing never obtains substantially worse results
than PNCC features except when SNRs are high.

The lack of improvement observed for clean speech and high SNRs

is a common observation about the performance of auditory models
as well as most other approaches to robust speech recognition.

Finally, Figure 5.11 shows selected results obtained using the Aurora
4 database under the conditions described above, reporting averages
over all the test sets and their 95% confidence intervals. We note that
the use of MGSD-PNCC-NR processing provides relative improvements
of 6.5% in WER compared to PNCC in mismatched conditions and 6.1%
for matched conditions. Improvements compared to MFCC features
significantly greater as expected.

5.6 conclusions

In this chapter we compared the improvements in speech recognition
accuracy that can be obtained through the use of several types of
features that are based on the extent of the synchronization of the
auditory-nerve representation and its response. The most effective
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synchrony-based feature is a modified version of Seneff’s GSD pre-
ceded by noise removal based on the PNCC algorithm. This feature
provides substantially better recognition accuracy than the baseline
PNCC features for speech that is degraded by white noise, interfering
speakers, and reverberation. Improvements on speech distorted with
street noise and background music are more modest.
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6
D E E P L E A R N I N G B A C K G R O U N D F O R A U T O M AT I C
S P E E C H R E C O G N I T I O N

6.1 introduction

In the last years, the application of deep learning models to Automatic
Speech Recognition (ASR) has allowed to increase the recognition
rates drastically. As a consequence, nowadays Deep Neural Networks
(DNNs) have become the state of the art in ASR systems, but there use in
robust speech recognition is still an open problem. In particular, when
the training data drastically differs from the testing data (known as
mismatched case) it is necessary to propose novel methods to increase
the generalization capabilities of the DNNs. This chapter describes the
fundamental DNN techniques and algorithms, in order to understand
the proposed methods and applications.

Following the distinction made in Section 3.2, the methods presented
in this chapter aim to model how the human auditory cortex processes
the speech in order to obtain the perceived sound. It is worth noting
that artificial neural networks are only inspired in how real neurons
work and that the objective is not to realistically model the brain.

Part of the topics treated in this chapter can be found in numerous
reviews and books, in particular [115] is a remarkable introduction
to deep learning and [116] presents a broad review of deep learning
techniques applied to speech recognition. A general introduction to
machine learning can be found in [117].

The remainder of the chapter is organized as follows. First, an
introduction to machine learning is given, followed by an introduction
of Artificial Neural Network (ANN) and deep feed forward networks.
Convolutional networks are also included here since one of our con-
tributions are based on them. Finally, the procedures to integrate
DNNs in the ASR pipeline followed by a brief state of the art on the
application of DNNs for robust speech recognition are explained.

6.2 machine learning

Machine learning gives humans the expertise to tackle problems that
can not be solved by explicit programming, as speech recognition or
computer vision. Many definitions of machine learning have been
given, being that by Arthur Samuel’s in 1959 the most cited: “Machine
learning is the field that gives computers the ability to learn without being
explicitly programmed” [118], or the more general definition by Tom
Mitchell [119]: “A computer program is said to learn form experience E with
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respect to some task T and some performance measure P, if its performance
on T, as measured by P, improves with experience E.”

The way by concrete samples of the experience are processed to
learn constitutes the task.1 For example, in a classification task, where
a sample is defined by the vector x ∈ Rn×1, and each component of
the vector xi corresponds to one of the n features of the sample, the
classification algorithm has to choose which of C categories the sample
belongs to. The classification task can be formalized as a function
y = f (x) where f maps from the feature space to the categories
space. More specifically, y is usually a probability distribution over
the different classes, estimating the posterior probability P(yi|x) of
each of the corresponding classes yi given the input vector x.

Another important task is regression when the algorithms produce
a continuous rather than a discrete output. Many other tasks can be
solved using machine learning as clustering where a set of inputs are
divided into groups or dimensionality reduction.

For example, in this thesis all the methods used fall into the task of
classification because as we explained in Section 2.4, in a hybrid speech
recognition task the objective is to obtain a probability distribution of
the acoustic features over all the possible states of the Hidden Markov
Model (HMM).

The performance measure is heavily dependent of the task. Exam-
ples of performance measures are the accuracy, i.e. the proportion
of samples that the algorithm correctly classifies, or the mean square
error in the case of a regression task.

The way in which the experience is defined depends of how the
available dataset is used. It can be divided into unsupervised and
supervised learning problems. A dataset is a collection of many
different samples. If each sample of the dataset is associated with a
target or label, we are facing a supervised problem. Otherwise, the
problem is unsupervised and the algorithm has to learn the structure
of the dataset without an explicit labeling. An example of this kind of
algorithms is clustering where the goal is to group similar samples, or
some dimensionality reduction algorithms as Principal Component
Analysis (PCA) [120] where the objective is to reduce the number
of features by retaining the relevant information without targets or
labels. Besides unsupervised and supervised task, we find other
algorithms as reinforcement learning, where the program interact
with an environment seeking a goal.

In this thesis, the problem that we try to address using deep learning
algorithms is to obtain a robust estimation of the emission probabil-
ity of the HMM states, by using supervised classification algorithms,
given that our dataset is defined by a set of samples and their cor-

1 Note that this definition of task on a machine learning context is different from that
employed in ASR throughout this document. We have decided to keep it to maintain
the literality of the citation.

82



6.2 machine learning

responding labels. These samples are obtained from speech using
the previously presented features and the labels are usually given
by a forced alignment between each utterance and its correspond-
ing phonetic transcription by using a traditional Gaussian Mixture
Model-Hidden Markov Model (GMM-HMM) system, which provides
an alignment of each sample to an HMM state. The reason for this
procedure is the lack of a global criterion to optimize the neural net-
work alongside the HMM. The forced alignment is needed every time a
manual segmentation of the speech into different acoustic units under
consideration is not available, which is usually the case.

Formally in the problem that we are facing, i.e. supervised learning
classification, we try to learn the mapping f : X 7→ Y given a dataset
of m examples

(
x(i), y(i)

)
∈ X ×Y sampled from de true data distri-

bution
(

x(i), y(i)
)
∼ D, by choosing an optimal f ∗ belonging to the

set of functions F , that performs the mapping that is more consistent
with the training set. This can be expressed as the minimizing the
expected value of the lost function given samples drawn from D:

f ∗ = argmin
f∈F

E(x,y)∼DL
(

f (x(i)), y(i)
)

, (6.1)

where L is the loss function measuring the difference between the
predicted label, ŷ(i) = f (x(i)), and the true label y(i).

The problem expressed in Equation 6.1 is intractable due to the fact
that we do not have all the possible samples of D. However it can be
modified assuming that the samples are independent and identically
distributed i.i.d:

f ∗ = argmin
f∈F

m

∑
i=1

L
(

f (x(i)), y(i)
)

, (6.2)

where m is the number of samples in the dataset. In this way the loss
is only optimized over the training samples expecting that those are
representative of the true data distribution D.

The loss function is highly dependent of the task. For classification
tasks in the field of DNN the most commonly used is the Cross Entropy
(CE):

LCE(ŷ(i), y(i)) = −
C

∑
j=1

y(i)j log ŷ(i)j , (6.3)

where C is the number of classes.
Minimizing the CE is the same as minimizing the Kullback–Leibler

Divergence (KLD) between the probability distribution that the DNN es-
timates and the probability distribution of the training set. Frequently
a hard class label is obtained by a so-called one hot encoding where
yi = I(c = i) where c is the hard class and I is the indicator function,
converting Equation 6.3 into the Negative Log-Likelihood (NLL):

LNLL(ŷi, y(i)) = − log ŷ(i)c , (6.4)
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where c is the correct class among the C possible classes.

6.2.1 Regularization

The main goal in machine learning in general and in DNN in particular,
is to be able to perform well in new previously unseen data, rather
than in the data where the model was trained.

The error in an estimator can arise from two sources. In the one
hand, the bias is the error due to erroneous assumptions of the model,
measuring the deviation from the true value. Typically, high bias
indicates that the model capacity is not enough for the task, being this
effect denoted as underfitting. On the other hand, variance is the error
that comes from deviations caused by fluctuations of the particular
sampling of the training data used to fit the model. High variance
causes overfitting since the random fluctuations of the training data
are captured instead of the underlying behavior.

Normally the dataset is divided into three sets: training, validation
and test sets. The training set is used to learn the parameters of our
model; the validation set allows to choose the hyperparameters of the
model, as for example the number of layers in a DNN or the learning
rate; finally, the test set allows the model to be tested in unseen data.
If the training set is small, more complex divisions can be used like
cross-validation [117].

We need to choose a model complex enough for our problem but
that it does not overfit the training set and not to simple to under-fit.
To solve this trade-off, regularization techniques can be used. These
regularization techniques aim at reducing the generalization error but
not the training error.

Regularization is introduced in machine learning models as penal-
ties or constraints on the parameters values, such as the so called
maxnorm normalization [121], in the objective function, as l2 regular-
ization [115], or in the training process, as early stopping [122].

Formally regularization can be included in Equation 6.2 by intro-
ducing a regularization term R:

f ∗ = argmin
f∈F

m

∑
i=1

L( f (x(i)), y(i)) + R( f ), (6.5)

where R is a regularization function that encodes the preference of
some functions over others. Frequently it penalizes the complexity of
the function f favouring the choice of simple and smooth solutions
that are more likely to generalize better.

As deep learning models are very complex due to their high number
of parameters, they are very prone to overfit the training set making
the use of regularization almost compulsory. In our experiments
some kind of regularization is always used. In Section 6.4 the applied

84



6.3 artificial neural networks

methods are explained, a more detailed introduction can be found in
Chapter 5 and 7 of [115].

6.3 artificial neural networks

In previous chapters, we have seen how Human Auditory System
(HAS) inspiration results in interesting algorithms that allow to increase
the performance of speech recognition systems. The similar idea is
applied to ANN with the aim of building more effective machines.
As the main objective is to design a machine that allows to solve a
practical problem and not to model the biological neurons in detail,
ANNs have become a implausible biological model, but somehow a
biological inspiration is still present.

Biological neurons are composed of a cell body that contains their
principal elements. Numerous extensions called dendrites and a long
extension, the axon, start from the cell body. The axon is further split
into many branches called telodendria.

The simplified behavior of a neuron is as follows. The neuron
receives electrical impulses from other neurons through the dendrites
and when those accumulated stimuli are greater than a given threshold
within a short time period, the neuron fires its own signal through the
axon. Then the axon distributes the impulse across other neurons via
the telodendria. The strength and timing of the spike that the neuron
fires depends on its connections to other neurons. Some experiments
show that the connections are reinforced depending on the frequency
of the spikes received from the other neurons.

The process whereby the electrical impulses are transmitted from
one neuron to another is called synapse. It is worth noting that al-
though the behavior of a neuron can be seen simple, the high compu-
tational power comes from a broad network of neurons. For example,
the human brain is composed of around 86 billion neurons, where
each one is connected to thousand of others. Understanding how
those bast neural networks, that is the brain, works is still an open
research question.

The most common mathematical scheme [123] of the biological
model, and the basics of the ANN are as follows. The signals from
other neurons (x1, x2, . . . , xn) enter the neuron from the dendrites and
interact following a lineal combination (w1x1 + w2x2 + · · · + wnxn),
where the weights emulate the strength of the synapse. Those weights
can be learned and control the influence of one neuron on others. Fi-
nally, when the addition of each influence is above a certain threshold,
the neuron fires by sending an electrical stimulus though the axon. As
can be seen the mathematical model differs from the biological model
in that the timing of the spikes are not taken into account.
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6.3.1 The perceptron

The perceptron, one of the simplest ANN types, was developed fol-
lowing the simplified mathematical model of the biological neuron
[123]. It is composed of many Linear Threshold Unit (LTU). In an
LTU the inputs are associated to a set of weights performing a linear
combination of the inputs. Then a step or, in some cases, the sign
function is applied to this combination. This is known as the activation
function.

Specifically, given the feature vector x = [x1, x2, . . . , xn]T, the weight
vector w = [w1, w2, . . . , wn] and the activation function f , the LTU unit
operation can be defined as follows:

ŷ = f (w1x1 + w2x2 + · · ·+ wnxn). (6.6)

Normally, an extra bias feature b is added as an input, resulting in the
following equation:

ŷ = f (w1x1 + w2x2 + · · ·+ wnxn + b). (6.7)

A single LTU can be seen in Figure 6.1a. It can be employed for
binary classification by computing a linear combination of the inputs
and applying a threshold just like logistic regression or Support Vector
Machine (SVM). To obtain a multi-class classifier, several LTUs can be
connected to all the inputs in a single layer. Figure 6.1b presents a
perceptron with C output classes.

The operations performed in the perceptron in order to obtain the
final output can be formally expressed in matrix notation as:

y = f (Wx + b) , (6.8)

where y denotes the vector that contains the C outputs; W ∈ RC×n is
the matrix that contains the weights of the C LTUs that compose the
perceptron; x ∈ Rn×1 is the input feature vector, b ∈ RC is a vector
with the bias of each LTU, and f is the activation function.

The perceptron is trained by choosing the weights that minimize the
chosen loss function. First, a prediction is made for a training sample
and if it is incorrect, the connections that could make the correct result
are reinforced. This is the basics of every training algorithm used for
more complex networks.

Formally the update rule for one training sample x with a one hot
encoding label y (a vector with the dimension of the number of classes,
with a one in the correct class and zero in the rest) and predicted label
ŷ is as follows:

wi,j ←− wi,j + η(ŷj − yj)xi, (6.9)

where wi,j is the weight between the i input and the j output, and η is
the learning rate that needs to be chosen for each problem.

86



6.3 artificial neural networks

ŷ
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ŷ1

ŷ2
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Figure 6.1: A single LTU unit and a representation of a perceptron with
n input units and C output units.

It is worth noting that in order to train the perceptron, all the sam-
ples of the dataset are presented one by one until the error obtained
on the development set is less than a predefined value. This kind of
training where the samples are presented iteratively is called stochastic
training or mini-batch training with a batch size of one.

6.3.2 Multi-Layer Perceptron (MLP)

Since the perceptron cannot model complex distributions such as the
XOR function, a new architecture was develop by stacking multiple
perceptrons, the MLP [124]. As can be seen in Figure 6.2, an MLP con-
sists of an input layer, a fully connected hidden layer with perceptrons
and an output layer also fully connected to the hidden layer.

Given the feature vector x ∈ Rn×1, and the weight matrix W(1) ∈
Rn1×n that contains the weight of each connection, where n1 is the
number of units in the hidden layer, and the bias vector b(1) ∈ Rn1×1,
the operation performed by the hidden layer is defined as:

h = f (z(1)) = f
(

W(1)x + b(1)
)

, (6.10)

where z(1) ∈ Rn1×1 is the excitation vector, h(1) ∈ Rn1×1 is the activa-
tion vector and f is the activation function applied element-wise.

Usual activation functions are the sigmoid function:

f (z) = σ(z) =
1

1 + e−z , (6.11)

or the hyperbolic tangent function:

f (z) = tanh(z) =
ez − e−z

ez + e−z . (6.12)
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. . .Output Layer ŷ

. . .Hidden Layer h

. . .Input Layer x

W(1)

W(2)

Figure 6.2: Representation of a MLP. For the sake of simplicity the bias
units are not represented.

A representation of different activation functions and their derivatives
are presented in Figure 6.3.

For the final output, first the excitation vector z(2) is computed:

z(2) = W(2)h + b(2), (6.13)

where W(2) ∈ Rn2×n1 is the weight matrix, where n2 is the number of
units in the output layer, b(2) ∈ Rn2×1 is the bias vector for the output
layer and f is the activation function.

Depending on the task where the MLP is going to be used, the
activation function used in the output layer can be applied or not. For
example, in regression tasks no activation function is used, obtaining
an output vector of n2 dimensions.

When the MLP is used for classification, each of its outputs repre-
sents the a posteriori probability of the C classes (n2 = C) given the
input sample. In order to obtain a valid probability the excitation
vector is normalized using the softmax function. Formally the pos-
terior probability P(yi|x) for each class yi given the input vector x is
computed as:

P(yi|x) =
exp

(
z(2)i

)

∑C
j=1 exp

(
z(2)j

) , (6.14)

where z(2)i is the i-th component of the excitation vector.
In [125] the authors show that a MLP with a softmax output layer

and minimum square error as a cost function estimates the Bayesian a
posteriori probabilities, P(yi|x). Treating the outputs as probabilities
allows outputs from multiple networks to be combined, simplifies the
creation of thresholds in the outputs and, particularly relevant in our
case, allows the use of MLP in hybrid speech recognition systems where
the emission probabilities of the states need to be estimated. Similar
theoretical results are also demonstrated for other cost functions such
as cross-entropy.

In order to train a MLP the back-propagation algorithm is used.
It was discovered at the same time during the 1970s and 1980s by
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Figure 6.3: Commonly used activation functions: sigmoid σ(z), the
hyperbolic tangent tanh(z) and ReLU max(0, z), with their
corresponding derivatives

different research groups [124, 126, 127] to train MLPs. It consist of two
steps: first, in the forward-pass a prediction for each training instance
is obtained and then in the backward-pass its error is computed
according to a cost function and the error is back-propagated through
the network to measure the contribution of each connection weight to
the error. Finally the weights are updated to reduce the network error
using gradient descent optimization methods.

Formally, given a loss function the model parameters can be learned
by following the first order error gradient direction. Stochastic gra-
dient descent (SGD) [128] or Adam [129] algorithms are the most
frequently used.

To optimize the parameters using SGD, first, a mini-batch of samples
is obtained by randomly sampling the training data. This is done
because the dataset that we use is too large to compute the gradient
exactly, and therefore, it is estimated using a small mini-batch of
samples and performing many approximated updates. Second, the
gradient ∇wL is estimated using backpropagation over the mini-batch,
and the parameter update is performed:

w←− w− η
∂L
∂w

, (6.15)

where L is the loss function; w is any of the weights of the network and
η is the step size or learning rate. Finally, the last steps are repeated
until convergence.

The choice of η is a critical problem. Frequently cross-validation
is used and also learning rate schedules are employed in order to
have a higher learning rate in the beginning and smaller in the end.
Usually, L is the CE loss function with some degree of regularization
as explained in Section 6.2.

Nowadays, the back-propagation algorithm is described as using a
gradient descent algorithm where reverse-mode auto-differentiation
over a computational graph is employed to obtain the derivative
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Figure 6.4: In this computational graph, ∂L
∂w is found by taking the

previously computed gradient ∂L
∂z and multiplying it by the

local gradient ∂z
∂w . The gradient is recursively propagated

continuing the graph in reverse direction. If z is the linear
combination of the inputs z = Wx then ∂L

∂W = ∂L
∂z x , be-

coming only necessary to store the value of the inputs of
the node in the forward pass and the multiplication by the
gradient, in the backward pass.

of a cost function respect the parameters to learn. To estimate the
gradient, the value of each node and the final total loss is obtained in
the forward-pass starting at the input, and then the backward-pass
proceeds in reverse order applying the chain rule to find the influence
of all the inputs on the final loss. An example of this process can be
found in Figure 6.4.

6.4 deep feed forward networks

Deep feed forward networks are the quintessential deep learning
model. The main difference respect to the traditional MLPs are the
larger number of hidden layers between there inputs and outputs. An
MLP can be considered a deep feed forward network with just one
hidden layer.

As in the traditional MLP, the main characteristics of a feed-forward
networks are that the information flows only in one direction (between
the input and the output of the network) and that they are built as
a concatenation of many functions. DNN can be seen as a structure
composed of a chain of many functions, where each of the blocks of
the chain computes a representation of the inputs, and the final layer
acts as a classifier over the last representation.

Many authors regard deep learning as representation learning since
it can be understood as a sequence of transformations of the input
features in each of the layers that are finally classified in the last one.
In particular, the DNN computes low, mid and high level features and
acts as a classifier [130]. When the number of layers (or depth of the
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Figure 6.5: Representation of a feedforward DNN with L layers. For
simplicity the bias units are not represented.

network) increases, those representations are improved. Recent exper-
iments show that very deep networks lead to important breakthrough
results [13, 131, 132].

A feed-forward neural network learns how to map a fixed-size
input, as a spectrogram during a timespan, to a fixed-size output,
for example the a posteriori probabilities of each state. To obtain the
output of each layer, a set of units or neurons compute a weighted
sum of their inputs from the previous layer and the activation function
is applied to its result. Figure 6.5 shows a representation of a feed-
forward network of L layers with the parameters and outputs of each
layer.

Defining the input layer as layer 0 and the output layer as L the
output of the l-th layer with nl units or neurons is computed as:

h(l) = f (z(l)) = f
(

W(l)h(l−1) + b(l)
)

, 0 < l < L, (6.16)

where h(l) ∈ Rnl×1 is the activation vector of layer l; z(l) ∈ Rnl×1 is
the excitation vector of layer l; h(l−1) ∈ Rnl−1×1 is the activation vector
of the previous layer; W(l) ∈ Rnl×nl−1 is the matrix that contains the
weights of each connection; b(l) ∈ Rnl×1 is the vector that contains
the bias of each unit; L is the number of layers and f is the activation
function applied elementwise.

It is worth noting that for the input layer h(0) = x and that, for clas-
sification tasks, a softmax function is used as the activation function
of the output layer z(L) = W(L)h(L−1) + b(L) as in MLPs, obtaining a
posteriori probabilities P(y|x).
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Given the input vector and all the parameters, the forward compu-
tation of the feed-forward DNN can be performed by calculating the
activation functions layer by layer following the Equation 6.16.

In the 80s when MLP were presented, only one hidden layer was
used, first because the computational resources were limited and
second because it was believed that the use of many hidden layers will
not work, as the parameters obtained using gradient descent get stuck
into a local minimum of the cost function. With the appearance of
General Purpose Graphics Processing Units (GP-GPUs) of a reasonable
costs with computational capabilities that allow the training of bigger
networks the first problem was solved. To overcome the second, an
unsupervised pre-training stage was devised to initialize the search
around a nearly optimum solution instead of randomly. Techniques
that fall into this category are Restricted Boltzmann Machines (RBMs)
[133] or Stacked Denoising Autoencoders (SDAs) [134]. Nowadays,
pre-training has become unnecessary with the use of ReLU activation
functions because the activations do not saturate as the sigmoids, and
with appropriate initialization techniques.

When the DNN is deeper, [135, 136] show that the local minimum
problem rarely occurs as the most frequent critical points presented
in the cost function are saddle points, where the gradient becomes
almost zero, and therefore, the training process finishes. But almost all
those saddle points have similar values obtaining equivalent solutions,
allowing deep DNN to be trained.

The major difficulty when training bigger DNNs is the vanishing
gradient problem where the backwards gradient propagation through
many layers makes it become too small and, as a consequence, the
parameters are barely updated. The vanishing gradient is caused by
the concatenation of products of derivatives that are close to zero
every time the backward-pass is computed (see Figure 6.4).

Vanishing gradient can be mitigated with the use of the so called
ReLU activation function [137], defined as:

f (z) = max(0, z). (6.17)

Figure 6.3 shows the traditional sigmoid and tanh activations functions
and their corresponding derivatives in comparison to the ReLU. As can
be observed, the derivative of ReLU is non-zero for all positive values
with a value of one, in contrast to sigmoid and tanh where the derivate
is close to zero in a large portion of the function (making the gradient
null), and in the rest it is lower than one (causing vanishing gradient
problems). Also the value of the derivative of ReLU is computationally
efficient as no calculation other that determining the sign is needed to
obtain it.

Other relevant methods, that improve the generalization error and
mitigate the effects of vanishing or exploiting gradients, employed in
this thesis are the following:
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Dropout [121]: It reduces overfitting and improves the generaliza-
tion capability of the network, by randomly omitting a certain
percentage of the hidden units on each training iteration.

When dropout is employed, the activation function of Equation
(6.16) can be rewritten as:

h(l) = m(l) ? f
(

W(l)h(l−1) + b(l)
)

, 1 < l < L, (6.18)

where ? denotes the element-wise product, m(l) is a binary vector
of the same dimension of h(l) whose elements are sampled from
a Bernoulli distribution with probability p. This probability is the
so called Hidden Dropout Factor (HDF) and must be determined
over a validation set as it will be explained in Section 6.8. As the
ReLU function has the property that f (0) = 0, Equation 6.18 can
be rewritten as:

h(l) = f
(

m(l) ?
(

W(l)h(l−1) + b(l)
))

, 1 < l < L, (6.19)

where dropout is applied directly to the inputs of the activation
function improving the efficiency of training.

Note that dropout is only applied in the training stage whereas
all the hidden units become active when testing. Dropout DNN

can be seen as an ensemble of DNNs, given that on each presen-
tation of a training sample, a different sub-model is trained (the
subset of selected weights) and their predictions are averaged
together. This technique is similar to bagging [138], where many
different models are trained using different subsets of the train-
ing data; but in dropout each model is only trained in a single
iteration and all the models share some parameters.

Following [139], the parameters of the network need to be com-
pensated in testing by scaling the weight matrices taking into
account the dropout factor as follows:

W(l)
= (1− HDF) ·W(l). (6.20)

Maxout [140]: It is a modification of the feed-forward architec-
ture (Equation (6.16)) where the maxout activation function is
employed. The maxout unit simply takes the maximum over a
set of inputs. In a Deep Maxout Network (DMN) each hidden
unit takes the maximum value over the g units of a group. The
output of the hidden node i of the layer l can be computed as
follows:

h(l)i = max
j∈1,...,g

z(l)ij , 1 ≤ l ≤ L, (6.21)

where z(l)ij are the linear pre-activation values or excitation vector
from the l-th layer:

z(l) = W(l)h(l−1) + b(l). (6.22)
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Figure 6.6: Two connected maxout layers with a group size of g = 3.
The hidden nodes in gray perform the max operation.

As can be observed the max-pooling operation is applied over
the z(l) vector.

Note that DMNs fairly reduce the number of parameters over
DNNs, as the weight matrix W(l) of each layer in the DMN is 1/g
of the size of its equivalent DNN weight matrix. This makes
DMN more convenient for ASR tasks where the training sets and
the input and output dimensions are normally very large. An
illustration of two connected Maxout layers with a group size of
g = 3 is shown in Figure 6.6.

In [140] a demonstration of the capability of maxout units to
approximate any convex function by tuning the weights of the
previous layers is included. For this matter, the shapes of ac-
tivation functions are not fixed allowing the DMNs to model
the variability of speech more smoothly. DMNs are commonly
applied in conjunction with dropout magnifying its averaging
effects.

Batch Normalization (BN) [141]: it reduces the so-called covariance
shift, i.e. the fact that the distribution of each layer’s inputs
changes during training, by normalizing the layers inputs. This
normalization is done as a part of the model architecture for
each mini-batch. BN allows a high learning rate and random
parameters initialization to be used.

Parameter initialization strategies: An important requisite to prop-
erly train the DNN is to use the correct distribution in order to
perform the random initialization. For all networks trained in
this thesis we use Xavier initialization [142].
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6.5 convolutional neural networks

Convolutional Neural Networks (CNNs) [143, 144] are simply neural
networks where a convolution replaces the general matrix multiplica-
tion (feed-forward) in at least one of the layers. The convolution oper-
ation can be seen as a feature map that uses a filter. A convolutional
layer processes an image (spectrogram or any other time-frequency
representation in the case of speech recognition) with filters whose
parameters are learnt through back-propagation and SGD.

The main advantages of CNN are parameter sharing, reducing the
number of parameters to train, preservation of the local correlations of
the input and sparse interactions [115]. These advantages, in our case,
allow to obtain better recognition rates as the convolutional networks
are invariant to shifts in time and equivariant in frequency. Invariance
to time shifts allows to detect the spectral patterns that represent
speech anywhere in the input window and equivariants in frequency
allows to produce the same representation when a shift in frequency
takes place, as for example, when different speakers with different
pitches produce the same phonemes.

In a more formal manner a convolutional layer can be expressed as:

h(l) = f
(

W(l) ∗ h(l−1) + b(l)
)

, (6.23)

where h(l) is the output feature map; h(l−1) is the input feature map
from the previous layer; W(l) is the kernel or filter; ∗ denotes the
convolution operation; b(l) the bias term added after the convolution,
and f denotes the activation function, typically a ReLU.

The convolution operation is normally applied to multidimensional
arrays, in our case spectrograms or acoustic features composed of two
dimensions or sometimes three if first and second order derivatives of
the features are added as additional dimensions. For example, a spec-
trogram will be a two dimensional array where the rows correspond
to different frequencies and the columns to different time frames.

The output in a two dimensional case of a convolution at position
(i, j) using only one kernel W(l) with dimensions f1 × f2 and input
h(l−1) can be expressed as:

(
W(l) ∗ h(l−1)

)
[i, j] =

f1

∑
m=1

f2

∑
n=1

h(l−1)[i−m, j− n]W(l)[m, n]. (6.24)

This process can be interpreted as moving the kernel or filter over
the feature map from the top left to bottom right; and at each step
the dot product is performed between the kernel and the part of
the feature map that is covered by the kernel. All the resulting dot
products are assembled forming the resulting output feature map. A
graphical representation of this operation can be seen in Figure 6.7,
using a 3× 3 kernel over a 5× 5 input feature map.
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Figure 6.7: Convolving a 3× 3 kernel over a 5× 5 input padded with
a 1× 1 border of zeros using a stride of two (following the
introduced notation: mi = ni = 5, di = 1, f = 3, s = 2 and
p = 1). Redrawn form [145].

Some particularities in how we perform the operation involve the
following terms:

Kernel dimensions: the dimension of the filters need the be chosen,
normally square kernels are used: f × f . The third dimension
of the filter is given by the number of input maps also known as
input depth. Normally in the first layer the filter is larger 6× 6
or 8× 8, then small 3× 3 kernes are common.

Depth: In the previous example only one filter is used in the
convolution operation, but more than one can be employed. The
number of filters used in each layer is the depth. As a result the
output will consist of various feature maps.

Stride: It defines the pace at which the filter sweeps the input.
For example with a stride of 1 the filter is slides one pixel at the
time, and when the stride is 2 the kernel skips 1 pixel between
computations. A stride higher than one produces a smaller
output feature map.

Zero padding: It is the number of zeros that are added in the
border of the input feature map. This is normally used to
produce a feature map that preserves the dimensions of the
input.

In summary, for an input volume with dimensions mi × ni × di,
where mi and ni are the dimensions of one input feature map (for
example the spectrogram) and di is the number of input feature maps
(d = 3 in the case of including the first and second order derivatives
of the parameters as additional features maps in the first layer), we
need to define the following parameters for each layer: the number of
filters to be used k, that is the depth, the dimensions of the filters f ,
the stride of the convolution s, and the number of zeros padded in the
border p.

The convolution operation will then produce an output volume of
mo × no × do, where mo = (mi − f + 2p)/s + 1, no = (ni − f + 2p)/s +
1 and do = k. Note that the stride and the dimensions of the kernel
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could be different in height and width although is not considered in
this notation for simplicity.

As a result the number of parameters of the network for each layer
will be f · f · di parameters per filter, resulting in a total f · f · di · k
per layer. It is worth comparing the number of parameters in CNNs

with respect to a fully connected layer where the parameters are not
shared between inputs, as in the convolution when a small filter is
slid over the input. To produce the same output dimension in a fully
connected layer mi · ni · di ·mo · no · do parameters will be required, as
each output needs to be connected to each input, resulting in a vast
number of parameters when the input image or spectrogram is large.

Another important type of layer utilized in the convolutional net-
works are pooling layers, which are normally used to reduce the
dimension of the feature maps and therefore to reduce the number of
parameters employed in the following layers controlling the overfitting.
The pooling layer is applied over each feature map in the same manner
as the convolution, i.e. by sliding a filter over the input feature map,
but instead of performing the dot product over the input and some
learned weights, the pooling layer applies the maximum (in case of
a max-pooling) or the average (in case of an avg-pooling) over the
values of the input feature map that are covered by the filter. The
most common is a max-pooling layer with a filter size of 2× 2, applied
with a stride of 2. This layer reduces the input volume by 2 in each
dimension except the depth (number of feature maps) as the pooling
operator is applied independently over each feature map.

In a conventional CNN pooling layers are included between convolu-
tional layers, reducing the dimension of the feature maps. In the usual
configuration each convolutional layer increases the number of filters
as the layer is closer to the output of the network, and pooling layers
are inserted to reduce the feature maps size. Finally when the number
of parameters is reasonably low, fully connected layers are included
followed by a softmax output layer that produces the probabilities of
each class to be classified.

6.6 dnn based speech recognition

As we explained in Chapter 2, DNN can be applied both in the so-called
tandem [34] and hybrid [146] architectures. Also recently newer end-
to-end deep models where the HMM is removed have been proposed
[19]. All the results presented in this thesis are based in the hybrid
architecture because of its reduced computational cost in comparison
with other approaches.
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6.6.1 Hybrid speech recognition systems

In Chapter 2 we presented hybrid Artificial Neural Network-Hidden
Markov Models (ANN-HMMs). In essence, in a hybrid scheme the
acoustic modeling performed by the Gaussian Mixture Models (GMMs)
is replaced by an ANN computing the state emission likelihoods.

In a hybrid Deep Neural Network-Hidden Markov Model (DNN-HMM)
system, just like in classical ANN-HMM hybrids [14], a DNN is trained
to classify the input acoustic features into classes corresponding to the
states of HMMs. The HMM topology is set from a previously trained
GMM-HMM system, and the DNN training data come from the forced-
alignment between the speech signals and the corresponding state-
level transcriptions obtained by using this initial GMM-HMM system. A
hybrid DNN-HMM model is depicted in Figure 6.8.

DNN-HMM hybrid systems combine several features that make them
superior to previous ANN-HMM hybrid schemes [28]:

DNNs have a larger number of hidden layers leading to systems
with many more parameters than the later. As a result, these
models are less influenced by the mismatch between training
and testing data but can easily suffer from overfitting if the
training set is not big enough.

The network usually models senones (tied states) directly (al-
though there might be thousands of senones).

In the DNN-HMM long context windows (10 to 15 frames) are
used.

Although conventional ANNs also take into account longer con-
text windows than HMM or are able to model senones, the key to
the success of the DNN-HMM is the combination of these compo-
nents. DNN-HMM systems with these properties are often named
Context Dependent-Deep Neural Network-Hidden Markov Model
(CD-DNN-HMM).

As previously stated the DNN estimates the a posteriori probability
P(si|xt) of each state si given the observation xt at time t, through a
softmax final layer. In the recognition stage, the DNN estimates the
emission probability of each HMM state, P(si|xt), in order to obtain the
state emission likelihoods P(xt|si) for the HMM, the Bayes rule is used
as explained in Section 2.4, employing the priors of each state P(si)

which can be estimated by counting the occurrences of each state on
the training data.

Almost in every case the input vector x is a concatenation of the
features along a context window, as illustrated in Figure 6.8.
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P(ŷ|x)

xt

h(L−1)

LL

LL−1

L0

P(s1|xt) P(s2|xt) P(s3|xt)

W(L)

W(L−1)

W(1)

Context
Window

Figure 6.8: Representation of the ASR hybrid system.
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6.6.2 End-to-end deep models

Lately advanced deep models have been proposed where an end-to-
end deep learning approach is used to model the ASR problem, this
models learn the alignment jointly with the acoustic model.

In [19, 147] a speech recognition system is shown where the HMM

have been eliminated with the use of Recurrent Neural Networks
(RNN)-Long Short Term Memory networks (LSTM) [148] trained using
the Connectionist Temporal Classification (CTC) cost function [149].

The end-to-end approach has the advantage of not requiring the
alignment between frames and states in order to train the network.
Using the CTC the network is trained using only a sequence of data
inputs, without the alignment, obtaining a better performance because
the system learns the alignment together with the weights. Although
the advantage of not requiring the frame alignment can also be reach
in hybrids models using the Maximum Mutual Information (MMI)
criterion [150].

This kind of systems are used in some ASR industrial products [19,
151], but they have various drawbacks: they require a large number
of Graphics Processing Units (GPUs) and large amount of varied data
for training, becoming unfeasible for cases where the computational
power and data are limited. End-to-end systems have obtained good
results only when trained with phoneme acoustic units not words [151,
152], making necessary to incorporate phones to words converters as
Grapheme to Phoneme (G2P) [153]. Also if the systems is trained using
words the adaptation to newer scenarios is harder as training data
with the same vocabulary is needed.

Some controversies exits about the end-to-end systems as some
experiments show that the improvements obtained for end-to-end
training, on a phone, not word level, were due to the lower frame
rate and not because the CTC cost function. A lower frame rate is
possible in a CTC model as the blank symbol is available as an output
together with the regular acoustic units. In [154] the authors show
that by lowering the frame rate to 40 ms in conventional deep hybrid
models a 3% relative decrease in Word Error Rate (WER) is obtained
in comparison with a CTC based model on a large vocabulary Voice
Search task.

6.7 deep neural networks for robust speech recognition

The important leap in performance that ASR has experienced in the
last years is mostly due to the introduction of new acoustic models
based on DNNs [10, 146, 155], becoming the state of the art in acoustic
modeling.

In spite of the recent achievements of ASR systems, their performance
is still worse than that of humans in noisy or reverberant environments.
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Also an important deterioration in noisy environments is showed in
mismatched conditions [156]. A broad range of techniques have been
proposed aimed at solving this problem, but the performance is still
far from that of high Signal-to-Noise Ratio (SNR) scenarios, where
human performance has been obtained in some cases [157].

To apply DNN in robust speech recognition different approaches are
feasible:

Data augmentation with multi-condition data: a straightforward
solution to increase the robustness is to train the DNN with
a large variety of noisy data. This is an effective approach
to reduce the mismatch between the training and testing sets.
As DNNs are able to be trained with a large amount of data
the performance increases substantially, but in some situations
where the test conditions are unknown, it can be impractical or
impossible and the performance deteriorates drastically.

As we presented in Chapter 2 in the matched case the ob-
tained results improves drastically in comparison to conven-
tional GMM-HMM systems. The same applies when the training
data is corrupted with noise as the training data distribution
is similar to the test data distribution. In [158] data augmenta-
tion is used increasing the performance in noisy conditions, in
[159] artificially added reverberation in the Aurora 2, shows a
moderate improvement. Similar results can be found in [160] for
reverberant speech in a large dataset.

Incorporating a noise model: the performance can increase when an
estimation of the noise is given to the DNN. In [161] an estimation
of the noise is included as an input to the network aiming at
making the DNN automatically learn the relationship between
noisy speech and noise.

Robust network architectures: another solution to the problem is
to apply robust architectures or training methods.

Dropout has already been successfully tested on noisy speech
in [161]. The benefits come from the improved generalization
abilities attained by reducing the network capacity. Another
interpretation of the behavior of dropout is that in the training
stage it adds random noise to the training set resulting in a
network that is very robust to variabilities in the inputs (in our
particular case, due to the addition of noise).

In [162], DMNs are used in low-resource speech recognition and
in [3] we apply them to robust speech recognition. Those results
are presented in the next section.

Finally, the application of CNNs in robust speech recognition
tasks has also produced an increase in the performance in noisy
conditions [163, 164] and reverberation [165, 166], as CNNs are
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noise robust themselves especially when noise or distortion are
located in the spectrum [167]. The advantages of using CNNs are
explained in detail in next chapter.

Robust features: another approach to boost the robustness is to
use robust features that provide an invariant representation of
the acoustic space, allowing the DNN to increase the performance
in the mismatched case.

Features presented in Chapter 3 can be used with some modifica-
tions in a DNN acoustic modeling stage. In particular the features
need to be log-spectral rather than cepstral. In GMM-HMM sys-
tems uncorrelated features, normally obtained by applying the
Discrete Cosine Transform (DCT) over log-spectral coefficients,
are necessary as typically the GMMs used are chosen to have
diagonal covariance matrix by design. In a DNN-HMM system,
this is not necessary and even it has been demonstrated that
DNNs obtain better results when cross-correlations are present
in the input features [168]. For these reasons, the log-spectral
features perform better [161], being the current trend in state of
the art DNN-based ASR systems.

Other types of inherently robust features are valid alternatives,
as shown in [169] where Gabor-derived acoustic characteristics
are incorporated in CNN as kernel filters.

Finally, some transformations performed over conventional fea-
tures initially proposed for speaker adaptation, such as Feature-
Space Maximum Likelihood Linear Regression (fMLLR) [170]
or i-vectors [171, 172], have shown to be effective when used
together with DNN in robust speech recognitions tasks.

A complete review of robust features for DNN can be found in
[156].

System combination: in [173] it was suggested that the errors
produced by a DNN-HMM ASR system are different than those
generated by a GMM-HMM, benefiting from fusing approaches
such as Recognition Output Voting Error Reduction (ROVER).

Following this idea, in [5] we analyzed the errors of traditional
and deep systems in six broad phonetic classes: vowels, semivow-
els, nasal consonants, fricative consonants, affricate consonants,
and stop closures and silence segments. This analysis was per-
formed over a GMM-HMM system and a DNN-HMM hybrid system
using feed-forward DNN using different initialization methods
and DMN.

The experiment showed that the performance is still tightly re-
lated to the particular phonetic class being stops and affricates
the least resilient, but also that relative improvements of both
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DNN variants are distributed unevenly across those classes hav-
ing the type of noise a significant influence on the distribution.

A combination of the different DNN-based systems and classical
GMM-HMM using ROVER was also proposed to validate our hy-
pothesis that the traditional GMM-HMM systems have a different
type of errors than the Deep Neural Networks hybrid models.
The results showed that the combined systems achieved better ac-
curacies than the individual ones in a robust speech recognition
task. Although improvements were small in some cases, they
were consistent with our analysis in which we concluded that
the performance was significantly dependent on the phonetic
classes.

In this thesis the challenge of applying DNN to robust speech recog-
nition is addressed by using the previously presented features together
with novel deep models.

First, in the next section we describe our preliminary experiments
where DMNs were applied to robust speech recognition in a small
dataset, as our computational resources were limited at that time. Next,
when a GPU became available2, we explored very deep convolutional
networks for acoustic modeling together with our auditory motivated
features. These results are presented in Chapter 7.

6.8 dmns applied to robust speech recognition

Our first contribution using DNNs in robust speech recognition is
to apply DMNs in combination with dropout strategies in a noisy
speech recognition task, demonstrating a substantial improvement
of the recognition accuracy over common DNNs and other traditional
techniques.

DMNs reduce the size of the parameter space significantly making
them very suit for ASR tasks, where the training sets and input and
output dimensions are normally quite large.

For this reason, DMNs have been employed in low-resources speech
recognition devices [162] boosting the performance over other meth-
ods. We hypothesize that DMNs can improve the recognition rates in
noisy conditions given that they are capable to obtain a robust model
of the speech from limited data more effectively [162].

In this section, we present the experiments carried out for evaluating
and comparing the performance of a conventional GMM-HMM and the
different hybrid deep neural networks-based ASR systems: basic DNN

with random initialization, basic DNN with pre-training, DNN with
dropout and DMN. In all the basic DNN the ReLU activation function is
applied in all hidden layers.

2 We are grateful to Nvidia corporation for supporting our research by donating a
GeForce Titan X.

103



deep learning background for asr

0 0.1 0.2 0.3 0.4 0.5

20

22

24

26

HDF

P
E

R
(%

)

DNN

DMN

(a) HDF

1 2 3 4

20

22

24

26

g

P
E

R
(%

)

(b) Group size: g

Figure 6.9: Results in terms of PER(%) as a function of HDF for DNN

and DMN (left) and the group size for DMN (right) on TIMIT

development set. Both nets have 5 layers.

The experiments were performed on the TIMIT corpus. In particular,
we used the 462 speaker training set. A development set of 50 speakers
to tune all the parameters and finally the 24 speakers core test set.
Each utterance is recorded at 16 kHz and the corpus includes time-
aligned phonetic transcriptions allowing us to give results in terms of
PER.

To test the robustness of the different methods we followed the lines
of the previously presented experiments. We added noise with the
Filter and Noise-adding Tool (FANT) tool [25] for four different noises
(white, street, music and speaker) at different SNRs. All tests were
evaluated in a mismatched condition. We employed the Kaldi toolkit
[30] for implementing the traditional GMM-HMM ASR system and the
Python Toolkit for Deep Neural Networks (PDNN) toolkit [56] for the
hybrid DNN-based ASR systems.

For the traditional GMM-HMM the input features were 12th-order
Mel-Frequency Cepstral Coefficientss (MFCCs) plus a log-energy co-
efficient, and their corresponding first and second order derivatives
yielding a 39 component feature vector. Mean and variance normaliza-
tion on each of the components were applied. For the hybrid models,
40 log filter-banks with a context of 5 frames was chosen. All the
hybrid systems were trained with the labels generated from the best
performance GMM-HMM system through forced alignment.

First, we tuned the configuration parameters of the networks (num-
ber of hidden layers, HDF and group size, when applicable) under
clean conditions. HDF and group size were validated on the devel-
opment set as can be seen in Figure 6.9, considering 5 hidden layer
networks, yielding an optimal dropout factor of 0.1 for dropout DNNs,
0.2 for DMNs and a group size of g = 3. These values of HDF and
group size were used throughout the rest of the experiments. DMNs

were always employed in conjunction with dropout.
Figure 6.10 shows the PERs as a function of the number of hidden

layers for the development and test sets for different types of hybrid
DNN-based ASR systems: randomly initialized, with a pre-training
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Figure 6.10: Comparison of the performance of the different hybrid
DNN-based ASR systems in terms of PER(%) as a function
of the number of hidden layers for TIMIT development
and test sets.

stage, with dropout and maxout networks. The number of hidden
nodes in all of the DNNs is 1024. To be fair, we chose 400 hidden maxout
units for the DMN since 400× 3 = 1200 yields a number of parameters
in the same order as the DNNs. For the networks without dropout,
the learning rate started at 0.08 for 30 epochs and was subsequently
divided in half while the validation error decreased. For the dropout
and DMNs, we started with a higher learning rate of 0.1. As can be
seen in Figure 6.10, DMNs clearly outperform the other networks for
all the number of layers considered. The best results were obtained in
the development set with DMNs of 5 layers.

Second, we compared different variants of the baseline system
GMM-HMM (Monophone, Triphone, Triphone with Linear Discriminant
Analysis (LDA), Maximum Likelihood Linear Transform (MLLT) and
Speaker Adaptative Training (SAT)) with the best configuration of the
different hybrid ASR systems under clean conditions. Results for the
development and test sets are shown in Table 6.1.

As can be observed, all the hybrid systems outperform the different
versions of the baseline system, in both development and test sets.
DNNs with random initialization, pre-training and dropout achieve
similar results whereas the lowest PER is obtained with DMNs.
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Method Dev PER(%) Eval PER(%)

Monophone 33.33 34.30
Triphone 28.64 30.42
Triphone + LDA + MLLT 26.44 27.62
Triphone + LDA + MLLT + SAT 23.56 25.79
DNN without pretraining (7 layers) 21.50 23.53
DNN with pretraining (8 layers) 21.05 23.05
DNN with dropout (4 layers) 21.98 23.84
DMN (5 layers) 19.15 21.01

Table 6.1: Recognition results in terms of PER(%) for the TIMIT devel-
opment and core test sets in clean conditions.

Third, we tested the different systems in noisy conditions. Re-
sults achieved by the monophone baseline, the best triphone baseline
(LDA+MLLT+SAT) and the best configurations for the hybrid DNN with
pre-training, DNN with dropout, and DMN-based ASR systems in the
noisy contaminated version of the TIMIT core test set, are shown in
Figure 6.11 for the different types of noises and four different SNRs.
As can be seen, DMN performs better in almost every situation for
white, street and speaker noises in comparison to the other systems.
The performance of DMN in white and speaker noises is specially re-
markable. For street noise, results obtained with DMN are very similar
to those achieved by the triphone GMM-HMM systems and both DNNs

at high and medium SNRs; whereas it obtains the lowest PER at low
SNRs. For music noise, the results of all the systems are very similar.
As expected, dropout performs better than DNN with pre-training at
low SNR in all the noises, given that dropout is very robust to the
variations of the input. In addition, the gain in performance obtained
by DMNs is due to the flexibility of the activation functions, that allows
a better modeling of speech variability.

This experiment shows that DMN and other DNN schemes can be
employed for robust speech recognition using hybrid architectures
and that better performances can be achieved by these systems in
comparison to those attained by traditional ones.
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Figure 6.11: Comparison of the performance of the different systems
in terms of PER(%) for TIMIT test set in different noisy
conditions.

107





7
C O N V O L U T I O N A L N E U R A L N E T W O R K S A N D
B I O - I N S P I R E D F E AT U R E S C O M B I N AT I O N

7.1 introduction

The advantages of Convolutional Neural Network (CNN) were pre-
sented in the last chapter. In particular their ability to be invariant to
shift in time and equivariant in frequency together with the advan-
tages provided by their smaller number of parameters in comparison
with the traditional feedforward networks, allow to obtain better
performance in computer vision and speech recognition tasks.

In this chapter, we propose a modification of the features presented
in Chapter 4 and Chapter 5 to output a filter-bank like representation,
that allows us to increase the recognition rates when used in conjunc-
tion to CNN and in particular with Residual Networks (ResNets) [13,
174].

The remainder of this chapter is organized as follows: Section 7.2
presents the previous work done in robust speech recognition based
on the use of CNNs, Section 7.3 introduces deep residual learning and
our proposed architecture that adapts the original computer vision
ResNets to speech recognition. The modification of our features is
presented in Section 7.4. Sections 7.5 and 7.6 contain, respectively, the
experimental results achieved in comparison with other state of the
art techniques and a discussion about them. Finally, we draw some
conclusions in Section 7.7.

7.2 related work

CNNs have become the state of the art in computer vision [13, 131, 132,
144] and also have been widely used for Automatic Speech Recognition
(ASR) as, for example, in [175] where they were first employed, in [19]
where a architecture with two convolutional layers where used in the
first layers or in [176] where CNNs were utilized for Large Vocabulary
Continuous Speech Recognition (LVCSR).

Normally CNNs are used in the configuration described in [177] that
consists of two convolutional layers followed by four fully connected
layers. This traditional set-up is used as one of our baselines in this
chapter.

Another relevant application of CNN is [164] where this kind of
neural networks and maxout activation functions are used together
for phoneme recognition in the Texas Instruments and Massachusetts
Institute of Technology (TIMIT) dataset.
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Regarding the use of CNN for robust speech recognition, there exist
several recent works, such as [161, 178] where simple architectures are
employed.

It is worth noting [163] where the application of a very deep convo-
lutional neural network to noisy speech recognition provides an impor-
tant enhancement over the Aurora 4 dataset and the large Augmented
Multi-party Interaction (AMI) corpus, over traditional feed-forward
Deep Neural Network (DNN) and standard CNN architectures. Show-
ing that very deep architectures are feasible for robust tasks. This
work is our starting point and main baseline to improve on for our
proposed methods. Specifically, in [163], authors present various net-
work architectures based on the well known Visual Geometry Group
Network (VGGNet) [131], consisting of small 3× 3 convolutional filters
and 2× 2 pooling layers in a network with a high number of layers: in
particular, they employ 10 convolutional layers and 4 fully connected
ones, obtaining high recognition scores in the multi-condition training
scenario (the mismatched training problem is not addressed).

Recently in the computer vision community, ResNets [13, 174] have
been shown to improve the VGGNet baseline, by increasing the number
of convolutional layers through the inclusion of shortcut connections.
In this chapter we put forward that ResNets can improve speech recog-
nition rates in noisy conditions given that they are capable to more
effectively model the speech variability of data.

Also in this chapter we explore the combination of our previously
presented features, the morphological filtering-based acoustic charac-
teristics and the synchrony features, with CNN, aiming at modeling the
last step, the neural processing, of the Human Auditory System (HAS)
model presented in Section 3.2. Some specific modifications to our
features are needed in order to be used as an input of artificial neural
networks. These modifications are presented in Section 7.4.

Successful combinations of robust features and DNN back-ends to
address the mismatched problem have been proposed in numerous
works, as for example [156] where a review of different feature ex-
traction strategies is presented showing that manually designed (as
opposed to automatically learnt) feature extraction is still relevant
or in [179] where a specific feature based on Locally-Normalized
Filter-banks (LNFB) is tailored to a DNN architecture.

7.3 deep residual learning

Deep residual learning addresses the problem of degradation when
the number of layers in a network is high. In a vanilla network (i.e.
standard backpropagation trained) the stacked layers directly try to fit
the underlying mapping. On the contrary, in ResNets the layers goal
is to fit a residual function. The resulting residual mapping is more
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Figure 7.1: A typical residual unit. BN and ReLU activation function
are applied after each convolution.

amenable for optimization since it is easier to push a residual to zero
than to try to fit an underlying mapping.

Being H(x) the target mapping, where x denotes the input of the
first layer of the residual block, ResNets try to fit the mapping: F(x) =
H(x)− x, and therefore the original function becomes H(x) = F(x) +
x. This can be implemented by the addition of shortcut connections
among the layers, as can be observed in Figure 7.1. The shortcut
connections perform an identity mapping and the inputs are added to
the output of the stacked layers. With adequate activation functions,
this architecture is differentiable and therefore can be trained with
traditional backpropagation.

The original ResNet [13] aimed at solving computer vision problems
is composed of several residual units (Figure 7.1) stacked together,
where each residual unit consists of two convolutional layers with
3× 3 filter sizes, Batch Normalization (BN) [141] applied after each
convolution and ReLU [180] activation functions after the first convolu-
tion and after the shortcut connection addition operation. Combining
residual connections and batch normalization simplifies the training
process since even when the weight matrix has small parameters (a
typical cause of vanishing gradients) the addition of the input (to
compute the residual) produces a more stable gradient across the
network.

The original architecture is easy to implement when a layer out-
put map has the same dimensions than the input it entails a simple
addition. However if the layer output map is halved, the number of
convolutional filters needs to be doubled, halving convolutional layers
with a stride of 2 are applied instead of the more usual pooling layers.
The dimensions of the shortcut connections and the mapping done by
the convolution layers need to have the same size, to no include an
extra parameter by introducing a projection of the shortcuts to mach
dimensions, in the shortcuts a 1× 1 convolution with a stride of 2 is
applied to mach the dimensions.

The original architecture was built by stacking residual units, with
a final global average pooling layer, a thousand units fully-connected
layer and a final softmax output.

Our proposed architecture (Figure 7.2) adapts the original ResNet to
speech recognition by taking into account the lower dimensions of the
input in comparison with those of images. The input dimension in our
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case is 17× 64 since we depart from a filter bank with 64 filters and
a temporal context window of 17 frames. Thus, the ResNet is built by
stacking as many residual units as to reduce the temporal dimension
to one and the stride is applied every other unit. As in the original
ResNet every time a stride is performed, the layer feature maps are
doubled. This gives us a total of 6 residual units with 512 feature
maps in the final layer. A final average pooling is performed to obtain
an output size of 512 to finish with a fully connected layer of 1000
ReLU units and softmax output.

7.4 robust features in deep learning-based asr

In order to use our proposed features in a deep learning based ASR

system, we need to modify the previously presented Power Normal-
ized Cepstral Coefficients (PNCC) pipeline whose last stage consists
on applying a Discrete Cosine Transform (DCT) to the log filter-bank
energies to obtain the features in the cepstral domain. Since we would
like to remain in the frequency domain this last operation is removed
obtaining a filter-bank like representation.

The use of filter-bank representations are known to outperform the
cepstral coefficients [178], and in the case of the PNCC we have found
that the same principle applies as well. Removing the DCT allows us
to have non-null cross-correlations between the components of the
feature vectors and let DNNs take advantage of them [161, 168].

This modification increases our network input dimension (in partic-
ular 40 or 64 filters are customarily used) as we intended. Note that a
high dimensional input representation is required in order to increase
the number of convolutional layers.

Another modification needed is to substitute the power-law non-
linearity with the traditional logarithmic function since it performs
better in conjunction with deep-learning back-ends. This is in line
with [161, 178] where it was shown that Mel Filter Bank log-energiess
(MelFBs) perform better than traditional Mel-Frequency Cepstral Coef-
ficientss (MFCCs).

In summary, all the proposed feature sets are PNCC-based, where
the non-linearity and DCT are removed. Four different sets are tested:

1. The classic log filter-bank representation based on MFCC, denoted
as MelFB.

2. The filter-bank version of PNCC where the power-law non-linearity
is replaced with the logarithmic non-linearity, denoted as Power
Normalized Filter Banks (PNFB).

3. The PNFB with the masking modeling presented in Chapter 4,
using the final Structuring Element (SE) and without Spectral
Subtraction (SS). The Morphological Filtering (MF) is applied
to the output of the PNFB, after the logarithmic non-linearity
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as denoted in Figure 4.1 but without DCT. These features are
denoted as Morphological Filtering Power Normalized Filter
Banks (MF-PNFB).

4. Finally for testing the effect of the synchrony modeling presented
in Chapter 5, we use the Modified Generalized Synchrony Detec-
tor with Power-Normalized Cepstral Coefficients Noise Reduc-
tion (MGSD-PNCC-NR) features with a logarithmic non-linearity
and without the final DCT. Then the synchrony spectrum is
filtered using the MF technique. These features are denoted as
Modified Generalized Synchrony Detector with Morphological
Filtering Power-Normalized Cepstral Coefficients Noise Reduc-
tion (MGSD-MF-PNCC-NR).

In all cases, Mean and Variance Normalization (MVN) is applied in a
per utterance basis.

7.5 experiments

In this section we report on the effectiveness of ResNet and the proposed
features in robust ASR using the Aurora-4 corpus [47] presented in
Section 2.6.2. The Aurora 4 dataset allows us to train deep models
with limited computational capabilities (a single Graphics Processing
Unit (GPU) is available to perform the experiments) in a reasonable
amount of time to implement and train multiples architectures.

The experiments were performed using the clean and multi-condition
training sets and the standard test sets. The clean and multi-condition
development sets were only used for parameter tuning and validation
of the neural networks training process. The results presented in this
section are averaged across all the tests sets.

Traditional triphone systems are used as a baseline and to obtain the
alignments for training the neural networks using the Kaldi Speech
Recognition Toolkit [30]. All the proposed deep learning architectures
are built following a hybrid architecture (see section 2.4).

In summary, five acoustic modeling systems are evaluated: a tra-
ditional triphone Gaussian Mixture Model-Hidden Markov Model
(GMM-HMM), a fully connected DNN, a state of the art CNN, a very deep
CNN version and the proposed ResNet. All the systems are trained in
clean and multi-condition scenarios with the four different feature
extraction methods: MelFB, PNFB, MF-PNFB and MGSD-MF-PNCC-NR.

In the first four acoustic modeling architectures, the static acoustic
parameters are composed of 40 filters, whereas in the ResNet case, the
number of filters is set to 64.

The triphone GMM-HMM baseline system is trained employing the
cepstral version of each four different feature extraction methods,
Linear Discriminant Analysis (LDA) and Maximum Likelihood Linear
Transform (MLLT), using the Kaldi Aurora-4 recipe. The training recipe
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Figure 7.2: Block diagrams of the three CNN architectures. The in-
put, convolution and pooling sizes are given in time ×
frequency scale. In the ResNet architecture, the stride is
denoted as /2 and is applied in both dimensions.
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starts building a monophone system and then employs the alignments
obtained in this first stage to train an initial triphone system. A final
triphone system with LDA and MLLT is subsequently retrained using
the alignments of the later triphone system. DNN, CNN, ResNet models
are trained using the alignments obtained by the final triphone system
using each of the features tested. Clean training data is used to obtain
the alignments in the mismatched case and the multi-condition data
is used to obtain the alignments in the matched one.

The deep neural fully connected network baseline is composed of
5 hidden layers with 2048 units in each layer with ReLU activations
functions and batch normalization in each layer. The input for this
configuration consists of 40 features and the corresponding first and
second order derivatives. In this case, an 11 frame context window is
used.

The CNN-based architectures can be observed in Figure 7.2. The
classic CNN proposed in [175, 177] is used as a CNN baseline consisting
of two convolutional layers with 256 feature maps each one, with 9× 9
and 3× 3 filter sizes and a pooling layer in-between, followed by 3
fully connected layers with 2048 hidden units each. ReLU activation
functions and BN are employed and the convolutions are performed
with zero padding to mantain the feature maps dimensions. The input
for this configuration is encoded as a 11× 40× 3 where 3 feature maps
are used for the features corresponding to the static, first and second
order derivatives of the parameters respectively including an 11 frame
temporal context window.

The so called very deep CNN is based on the vd6 network proposed
by [163], where six 3× 3 convolutional layers are staked together with
non-overlapping pooling in the convolutional layers. After the first
two and four layers, a 2 max-pooling operation is performed only in
the frequency domain. In addition to the convolutional layers 3 fully
connected ones are added. The vd6 only uses a 11× 40 feature map
as the first and second order derivatives are not considered.

The last configuration tested is the proposed ResNet architecture as
described in Section 7.3. The input for this architecture is expanded to
17× 64 to increase the number of residual layers, i.e. 64 features are
used with a temporal context of 17 frames.

All the networks have a final softmax output layer whose output
size is the number of senones of the final GMM-HMM system described
above since we use a hybrid architecture.

The training pipeline used for the deep neural networks is almost
the same for all the architectures: an Adam optimizer [129] with cross-
entropy as a loss function with an initial learning rate of 0.001, Xavier
initialization [142] for all the layers, early stopping with 3 retries of
patience, where the learning rate is halved if the validation error is
greater than the previous epoch. A maximum number of 20 epochs
is allowed with no dropout and a batch size of 128 utterances for all

115



cnns and bio-inspired features combination

the networks except for ResNet where 64 is used due computational
limitations.

The neural networks are trained using Tensorflow [48]. The connec-
tion between Kaldi and Tensorflow can be found on [181]. Also the
scripts used to train the networks can be found in [103].

Figure 7.3 shows the recognition results for each of the ASR sys-
tems in terms of the WER[%] averaged over all test sets for the clean
training condition or mismatched condition. Figure 7.4 shows the
results for multi-condition training or matched conditions. Both fig-
ures compare the four parameterizations considered: MelFB, PNFB,
MF-PNFB and MGSD-MF-PNCC-NR, over the five acoustic modeling sys-
tems: GMM-HMM, fully connected DNN, CNN, very deep CNN and
ResNet. Both figures show the 95% confidence intervals.

7.6 discussion

From the results shown in Figures 7.3 and 7.4, three main conclusions
can be drawn.

First, we have analyzed the influence of ResNets on the ASR system
performance. As can be observed, when using the conventional MelFB

features, the ResNet architecture produces relative error reductions of
13.12% with respect to the plain DNN, 5.18% with respect to the CNN

and 4.46% with respect to vd6 in clean training conditions. For the
multi-condition training scenario and the same features, ResNet also
attains the best recognition rate, achieving relative error reductions of
26.27%, 18.34% and 11.71% with respect to, respectively, DNN, CNN and
vd6 systems. In all cases, these performance differences are statistically
significant. Similar observations can be made with the PNFB features
and the proposed auditory features MF-PNFB and MGSD-MF-PNCC-NR,
in both, clean and multi-condition training. These results suggest
that the proposed ResNet model, which was initially designed for
computer vision tasks, is also suitable for speech recognition due to its
remarkable generalization capabilities. In fact, ResNet outperforms the
other acoustic models considered (GMM-HMM, DNN, CNN and vd6) in
mismatched and matched conditions, showing its robustness against
noise.

Second, the comparison of the different features, MelFB, PNFB, MF-PNFB

and MGSD-MF-PNCC-NR, was investigated for clean training.

As expected, the PNFB, MF-PNFB and MGSD-MF-PNCC-NR features
clearly outperforms the MelFB baseline for all the acoustic modelings
considered. In case of the MGSD-MF-PNCC-NR it outperform only out-
perform the PNFB, MF-PNFB methods in the traditional GMM-HMM. It
clearly obtain a decrease in performance over the MF-PNFB, and the
results obtained are similar to the PNFB.
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In particular, for the ResNet architecture the use of MF-PNFB with
respect to MelFB obtains a relative error reduction of 36.22%, and 4.04%
with respect the PNFB. Which is statistically significant in both cases.

It is worth noting that the result obtained by MelFB in combination
to ResNet does not outperform the traditional GMM-HMM with MF-PNFB

features. This observation indicates that the performance of ASR

systems based on deep neural networks still suffer from important
degradations when the mismatch between train and test data is high.
Of course, this deterioration can be partially solved in some cases
by the application of dataset augmentation techniques if some priors
over the test data distribution are available. Nevertheless, when this
solution is not feasible, the use of robust acoustic features (in particular,
MF-PNFB) in deep neural networks architectures is helpful for reducing
the error rate of the ASR system when mismatches between train and
test data occur.

Third, the comparison of MelFB, PNFB, MF-PNFB and MGSD-MF-PNCC-NR

was evaluated for the multi-condition training scenario.

Results show that for deep neural networks ASR systems, the use of
our auditory motivated features produces small gains with respect to
the conventional MelFB. For example, MF-PNFB achieves a relative error
reduction of 4.64% with respect to MelFB and 2.57% with respect to
PNFB for the ResNet architecture, although this performance difference
is not statistically significant. As in the case of clean training the
MGSD-MF-PNCC-NR only obtain advantage in the traditional GMM-HMM.

A reason for this behavior is that, in general, when the train and
test data distributions are similar, the deep architectures can properly
extract the more suitable features by themselves and, in consequence,
the application of robust techniques on the feature extraction stage
does not help significantly.

In particular, in the Aurora-4 the multi-condition train set has the
same noises at different Signal-to-Noise Ratios (SNRs) than the test set,
this allows us to conclude that the deep architectures can generalize
under different signal noise scenarios when those particular noises are
shown in the training stage. Nevertheless, it is worth mentioning that
MF-PNFB do not damage the recognition rates, suggesting that its use
is advisable to obtain a performance gain whenever it is plausible that
the test data changes drastically from the train data as, for example,
in real situations where channel and noise may vary over time.

To conclude, our best system (ResNet + MF-PNFB) attains a better
relative error reduction than other state-of-the-art techniques for both,
matched and mismatched cases in the Aurora-4 database. In compari-
son, for instance, we obtain better recognition rates than the features
based on LNFB [179] in clean and multi-condition training, although
the DNN-based ASR system in [179] is trained with alignments from
the clean set in both scenarios. Also, our system outperforms in a sig-
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nificant amount the very deep convolutional networks (vd6 baseline)
presented in [131] for both cases, clean and multi-condition training.

7.7 conclusions

In this chapter, ResNets are employed for robust speech recognition
in a hybrid ASR system showing a better performance than standard
DNNs and state of the art CNNs in both matched and mismatched
conditions using the Aurora-4 dataset. This behaviour is due to their
well known convergence properties and generalization capabilities
that allow a better modeling of speech variability. The other main
contribution is the use of our adaptation of the robust input features
of Chapters 4 and 5 in combination to the aforementioned deep neural
network architectures. In particular, our modification of PNCCs with
the masking modeling of Chapter 4, achieves significant improvements
as compared with conventional features under mismatch and match
conditions.
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8
C O N C L U S I O N S A N D F U T U R E L I N E S O F
R E S E A R C H

8.1 conclusions

In this thesis we have proposed different methods to model the Human
Auditory System (HAS) aiming at improving the recognition accuracy
of Automatic Speech Recognition (ASR) systems in adverse conditions.
Specifically, these methods increase the robustness of the ASR sys-
tem by modeling the auditory masking and the synchrony effects.
Both have been integrated in the well known Power Normalized Cep-
stral Coefficients (PNCC) feature extraction scheme complementing its
strengths.

With respect to the acoustic modeling stage, we have proposed the
use of a new architecture based on Convolutional Neural Networks
(CNNs), namely Residual Network (ResNet), in a hybrid ASR system
showing improved robustness. In addition, we have employed the
proposed auditory motivated features together with this Deep Neural
Network (DNN)-based back-end, demonstrating that the final system
outperforms the baseline in mismatched conditions. Furthermore,
DNNs and the ResNet in particular, can be understood as a way to
model the last HAS stage, the auditory cortex.

Regarding the specific contributions of this Thesis to modeling the
masking behavior, they can be summarized as follows:

Despite ingrained intuitions that this imitation of auditory mask-
ing degrades the quality of the extracted features producing a
blurring effect, we hypothesize that it is a sophisticated mech-
anism for selecting the most important parts of the spectrum
from an intelligibility point of view, taking away irrelevant infor-
mation and emphasizing the most robust parts of the spectrum.

To model this effect image filtering techniques are employed, in
particular a spectro-temporal representation based on the well
known PNCCs is morphologically filtered with an Structuring
Element (SE) specifically designed for this purpose.

Empirical data derive form psychoacoustics experiments, in
either temporal or frequency domains were interpolated to
produce the three-dimensional SE for morphological filtering
mentioned above, modeling both simultaneous and temporal
masking.

The proposed methods provided the following results:
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The application of our masking model in conjunction with the
PNCC representation produces a significant increase in recogni-
tion rates in Aurora 2, Aurora 4, Isolet and a noisy contaminated
version of the Wall Street Journal datasets.

Also the results show that our method improves the recognition
rates in both hybrid and traditional Hidden Markov Model
(HMM) based back-ends.

The best results have been reached with a combination of PNCC,
Spectral Subtraction (SS) and morphological processing.

The results supports the theory that auditory masking is a hu-
man mechanism to improve the intelligibility.

The contributions to modeling of the synchrony effect of the audi-
tory nerve are:

The application of models of temporal patterns of auditory-nerve
firings to enhance robustness of automatic speech recognition
systems is presented.

Contrary to most conventional feature extraction schemes (such
as Mel-Frequency Cepstral Coefficients (MFCC) and Perceptually-
based Linear Prediction (PLP)) based on short-time energies com-
puted in each frequency band that discard the temporal patterns
of auditory-nerve activity, our proposed features extract valuable
information from those patterns.

Different approaches to model the synchrony of auditory-nerve
are proposed. In particular our feature extraction stage is based
on a modified version of the Generalized Synchrony Detector
(GSD) proposed by Seneff [66], and a modified version of the
Average Localized Synchrony Rate (ALSR) proposed by Young
and Sachs [71].

A noise removal technique based on the noise suppression mech-
anisms included in the PNCC feature extraction procedure is
proposed to complement the previous synchrony model.

A summary of the results achieved follows:

The use of features based on auditory-nerve synchrony can
indeed improve speech recognition accuracy in the presence of
additive noise based on experiments using multiple standard
speech databases.

The recognition accuracy obtained using synchrony-based fea-
tures is further increased if some form of noise removal is applied
to the signal before the synchrony measure is estimated.
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The proposed noise removal technique based on PNCC is more
effective towards this end than conventional spectral subtraction.

Synchrony-based features based on Modified Generalized Syn-
chrony Detector (MGSD) preceded by noise removal based on
PNCC provides substantially better recognition accuracy than
baseline PNCC features for speech that is degraded by white
noise, interfering speakers, and reverberation. Improvements for
speech in the presence of street noise and background music are
more modest.

These results suggest that synchronization in the HAS has a
role in its remarkable robustness in addition to its well-known
application to binaural localization.

The addition of synchrony information and masking modeling
to the PNCC completes some shortcomings of the PNCC related
with modeling the HAS properties.

Finally, regarding the application of deep learning architectures the
following contributions are reached:

ResNets are employed for robust speech recognition in a hybrid
ASR system over the Aurora 4 dataset.

A modification of the original ResNet architecture is proposed to
adapt the input dimensions to speech recognition tasks where
the input size is smaller than the size used in the original version
designed for computer vision tasks.

The combination of our auditory motivated features with deep
neural network architectures is addressed. In particular, the
auditory masking and synchrony features integrated into the
PNCC are tested.

Achieving the following results:

The use of ResNets obtains better performance than standard
DNNs and state of the art CNNs in both matched and mismatched
conditions using the Aurora-4 dataset.

The ResNets results profit from the well known convergence prop-
erties and generalization capabilities of ResNets allowing a robust
modeling of speech.

Regarding the auditory motivated features, our modification
of the PNCC with masking modeling, achieves a significant im-
provement with respect to the conventional features when the
mismatch between training and testing data is high, while main-
taining the performance in matched scenarios.
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8.2 future lines of research

Several future lines of research have being identified. First, related to
the masking modeling using morphological filtering, future work will
focus on the introduction of the dependency of the masker strength.
Also the designed morphological filter could be used to initialize the
first layer in a CNN, by using different versions of our proposed SE.

Regarding the synchrony-based feature extraction, another future
line of research would be to develop more efficient ways of combining
the noise removal mechanisms provided by PNCC with the synchrony
representation of GSD processing, as for now an intermediate trans-
formation to the time domain is required. Also new alternatives to
obtain a filter-bank representation of the synchrony feature extraction
needs to be addressed, as for example, the use of other references to
synchronize the filter outputs.

Finally, respect to the deep learning models explained, the assess-
ment of the ResNet-based ASR system in larger datasets needs to be
addressed. Also the combination of CNN with Recurrent Neural Net-
works (RNN) using our auditory features, to achieve higher recognition
rates is worth exploring.
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A
S PA N I S H I N T R O D U C T I O N A N D C O N C L U S I O N S

a.1 introducción

a.1.1 Motivación

El habla es la forma natural de comunicación entre humanos. Desde
los inicios de la humanidad, la comunicación ha evolucionado desde
lenguaje de signos a un complejo lenguaje hablado, dada la necesidad
de trasmitir cada vez mensajes más complejos. Actualmente, con la
llegada de las tecnologı́as de la comunicación y la información, se ha
producido un gran cambio en la manera en que nos relacionamos con
las máquinas. Cada vez nos gusta más interactuar con los dispositivos
electrónicos, como si de seres humanos se trataran.

Un papel importante en este proceso lo desempeñan los sistemas
de reconocimiento de voz, que permiten sustituir las interfaces tra-
dicionales no naturales, como son los teclados, ratones o pantallas,
por la forma más frecuente de comunicación utilizada por el género
humano: el habla.

El reconocimiento automático del habla cuenta con una larga his-
toria de investigación, fracasos y éxitos. Su desarrollo a lo largo de
los años, refleja el mismo proceso que los humanos emplearon para
aprender a hablar y entender el habla. Desde el aprendizaje de sı́labas,
hasta el entendimiento de miles de palabras en oraciones complejas.
Desde 1952, cuando los investigadores de los Laboratorios Bell di-
señaron una máquina capaz de entender dı́gitos [7], el avance no ha
parado.

Se han producido dos grandes puntos de inflexión a lo largo de
la historia. El primero fue el cambio de enfoque, desde la compara-
ción de plantillas a la modelización estadı́stica. En particular, el uso
de Hidden Markov Model (HMM) a principios de los años 80 [8, 9]
que incrementaba el rendimiento de los reconocedores de habla y el
número de palabras a reconocer. Estos avances permitieron desarrollar
los primeros productos comerciales, capaces de reconocer el habla
continua. Aun ası́, su rendimiento estaba todavı́a lejos del humano.

El segundo punto de inflexión fue la mejora sustancial del rendi-
miento logrado, utilizando técnicas de aprendizaje profundo [10]. En
2010, los sistemas de reconocimiento fueron la principal aplicación
industrial del aprendizaje profundo [11], provocando que actualmente,
la mayorı́a de los sistemas de reconocimiento de voz estén basados en
estos algoritmos.
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Como se puede observar, la tecnologı́a de reconocimiento del habla
presenta un desarrollo muy avanzado. En concreto el segundo hecho,
la inclusion del aprendizaje profundo, ha dado la posibilidad de que
las aplicaciones de reconocimiento del habla en tiempo real sean de
uso habitual.

La mayorı́a de los smartphones y sistemas operativos cuentan con
su propio motor de reconocimiento integrado. Sin olvidar también
que resulta esencial en los sistemas de información y entretenimiento
de los vehı́culos y otras aplicaciones industriales como call-centers o
servicios de mensajerı́a.

Existen numerosos retos en la utilización de reconocedores de voz
en situaciones reales, donde estos sistemas se exponen a condiciones
adversas, como son el ruido ambiental o la reverberación. Estos es-
cenarios degradan de forma drástica su rendimiento, disminuyendo
la posibilidad de que sean factibles en diversos escenarios como los
vehı́culos aéreos no tripulados que son controlados de forma remota,
para los cuales la fiabilidad es crı́tica.

Como se podrá ver en los siguientes capı́tulos, la robustez de los
sistemas de reconocimento resulta ser un campo de estudio muy
amplio, pero el rendimiento de estos en condiciones adversas, en
particular cuando las condiciones con desconocidas, es todavı́a una
pregunta abierta para la investigación, llegando a ser por tanto, uno
de los mayores retos para las aplicaciones reales.

El sistema auditivo humano ha evolucionado durante miles de años
para reconocer habla, de tal forma que los humanos cuentan con
una extraordinaria capacidad para entender el habla en condiciones
difı́ciles. Imitar las caracterı́sticas más notables del sistema auditivo
de una manera realista, puede ser una forma realista de abordar el
problema.

a.1.2 Marco socio-económico

Las compañı́as tecnológicas más importantes del mundo están impo-
niendo la tecnologı́a de reconocimiento de voz a sus clientes, en sus
dispositivos y sistemas operativos móviles. Apple tiene Siri; Amazon
ha diseñado Alexa; Google ha creado el Asistente de Google. Micro-
soft desarrolló Cortana y Facebook incluyó Oculus Voice como un
asistente de reconocimiento del habla, en sus gafas de realidad virtual.
El interés por llevar los sistemas de reconocimiento hacia otros campos
nace de la necesidad de satisfacer la demanda de sus consumidores.

Siguiendo la lı́nea de las empresas interesadas en las tecnologı́as
del habla, los avances de investigación logrados en esta tesis en el
área del reconocimiento robusto del habla se han desarrollado bajo
el proyecto Situational Awareness Virtual Environment (SAVIER) de
Airbus, donde nuevas interfaces hombre máquina se han desarrollado
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y probado en la futura estación de control en tierra, como medio de
control y comandado de vehı́culos aéreos no tripulados.

a.1.3 Objetivos

El objetivo de esta tesis se centra en proponer soluciones al problema
del reconocimiento de habla robusto; por ello, se han llevado a cabo
dos lı́neas de investigación.

En la primera lı́nea se han propuesto esquemas de extracción de ca-
racterı́sticas novedosos, basados en el modelado del comportamiento
del sistema auditivo humano, modelando especialmente los fenóme-
nos de enmascaramiento y sincronı́a. En la segunda, se propone me-
jorar las tasas de reconocimiento mediante el uso de técnicas de
aprendizaje profundo, en conjunto con las caracterı́sticas propuestas.

Los métodos propuestos tienen como principal objetivo, mejorar la
precisión del sistema de reconocimiento cuando las condiciones de
operación no son conocidas, aunque el caso contrario también ha sido
abordado.

En concreto, nuestros principales propuestas son los siguientes:

Simular el sistema auditivo humano con el objetivo de mejorar
la tasa de reconocimiento en condiciones difı́ciles, principal-
mente en situaciones de alto ruido, proponiendo esquemas de
extracción de caracterı́sticas novedosos. Siguiendo esta dirección
nuestros principales propuestas se detallan a continuación:

• Modelar el comportamiento de enmascaramiento del sis-
tema auditivo humano, usando técnicas del procesado de
imagen sobre el espectro, en concreto, llevando a cabo el
diseño de un filtro morfológico que captura este efecto.

• Modelar el efecto de la sincronı́a que tiene lugar en el nervio
auditivo.

• La integración de ambos modelos en los conocidos Power
Normalized Cepstral Coefficients (PNCC) [12].

La aplicación de técnicas de aprendizaje profundo con el objetivo
de hacer el sistema más robusto frente al ruido, en particular
con el uso de redes neuronales convolucionales profundas, como
pueden ser las redes residuales [13].

Por último, la aplicación de las caracterı́sticas propuestas en
combinación con las redes neuronales profundas, con el objetivo
principal de obtener mejoras significativas, cuando las condicio-
nes de entrenamiento y test no coinciden.
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a.1.4 Estructura de la tesis

El material presentado en esta tesis está organizado de la siguiente
forma:

El Capı́tulo 2 introduce los fundamentos del reconocimiento del
habla, define el problema del reconocimiento de habla robusta y
cómo puede solucionarse.

El Capı́tulo 3 describe el sistema auditivo humano y cómo dife-
rentes procesos de extracción de caracterı́sticas han sido motiva-
dos por el mismo. Se revisan detalladamente las caracterı́sticas
motivadas auditivamente más comunes, dado que nuestras con-
tribuciones están basadas en las mismas.

El Capı́tulo 4 presenta nuestra contribución en el modelado del
efecto de enmascaramiento que tiene lugar en el sistema auditivo
y el diseño de caracterı́sticas robustas.

El Capı́tulo 5 presenta el efecto auditivo de la sincronı́a y cómo
puede integrarse en la fase de extracción de caracterı́sticas de un
sistema de reconocimiento de habla.

El Capı́tulo 6 introduce una descripción general de las técnicas de
aprendizaje profundo y cómo se integran en el reconocimiento
de habla moderno.

El Capı́tulo 7 describe la aplicación de técnicas y arquitecturas no-
vedosas, basadas en redes convolucionales profundas. También
se evalúa la combinación de estos modelos con las caracterı́sticas
previamente presentadas.

El Capı́tulo 8 presenta las principales conclusiones y futuras
lı́neas de investigación.

El Apéndice A contiene la introducción y conclusiones traducidas
al castellano.

a.2 conclusiones y líneas futuras de investigación

a.2.1 Conclusiones

En esta tesis se han propuesto diferentes métodos que modelan el
sistema auditivo humano, que aplicados a tareas de reconocimiento de
habla proporcionan mejoras en la tasa de reconocimiento en condicio-
nes adversas. En concreto, los métodos propuestos mejoran la robustez
de los sistemas de reconocimiento, modelando el enmascaramiento au-
ditivo y el efecto de sincronı́a. Ambos modelos han sido integrados en
el esquema de extracción de caracterı́sticas PNCC complementándolo.
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Con respecto a las contribuciones obtenidas en la etapa del modela-
do acústico, se ha propuesto el uso de arquitecturas profundas basadas
en redes convolucionales, en concreto, redes residuales (Residual Net-
work (ResNet)), usando un reconocedor hı́brido. Estos modelos se han
utilizado junto con los esquemas de extracción de caracterı́sticas pro-
puestos, obteniendo mejoras significativas cuando las condiciones de
test no son conocidas. El uso de estos modelos se puede interpretar
como una forma de seguir modelando el sistema auditivo humano, en
concreto la última etapa, el cortex auditivo.

Con respecto a las contribuciones de esta tesis al modelado del
enmascaramiento, se pueden resumir en:

Existe la intuición de que la imitación del comportamiento del
enmascaramiento sonoro degrada las caracterı́sticas obtenidas,
dado que podrı́a producir un efecto de distorsión del espectro. El
modelo propuesto valida la teorı́a de que este comportamiento
es un sofisticado mecanismo del sistema auditivo, que selecciona
las partes más relevantes del espectro desde el punto de vista
de la inteligibilidad, eliminando la información irrelevante y
enfatizando las partes que son más robustas frente al ruido.

Este efecto se ha modelado utilizando técnicas de filtrado mor-
fológico sobre la representación espectral obtenida a través del
los PNCCs. El elemento estructurante utilizado ha sido diseñado
especı́ficamente para este propósito.

Se han interpolado datos empı́ricos derivados de experimentos
psicoacústicos sobre los dominios del tiempo y la frecuencia,
produciendo un elemento estructurante que modela el enmasca-
ramiento sonoro simultáneo y temporal.

Los métodos propuestos han obtenido los siguientes resultados:

La aplicación del modelo de enmascaramiento en conjunto con
la representación espectral propuesta por los PNCC, produce
mejoras significativas en las tasas de reconocimiento en las bases
de datos Aurora 2, Aurora 4, Isolet y una versión contaminada
de la base de datos Wall Street Journal.

Los resultados muestran que el método propuesto mejora las
tasas de reconocimiento en sistemas tradicionales e hı́bridos.

El rendimiento mejor se ha obtenido con la combinación de
PNCC, sustración espectral y el filtrado morfológico propuesto.

Estos resultados soportan la teorı́a que afirma que el enmas-
caramiento sonoro es un mecanismo humano que mejora la
inteligibilidad de la voz.

Las contribuciones resultantes del modelado del efecto de la sin-
cronı́a se detallan a continuación:
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Se presenta la aplicación de modelos basados en los patrones
temporales de los impulsos del nervio auditivo, para mejorar
la robustez de los sistemas automáticos de reconocimiento del
habla.

A diferencia de la mayorı́a de los esquemas de extracción de
caracterı́sticas convencionales (como Mel-Frequency Cepstral
Coefficients (MFCC) y PNCC), basados en la energı́a producida
en cortos intervalos de tiempo para cada banda de frecuencia
y descartando los patrones temporales de la actividad del ner-
vio auditivo, las caracterı́sticas propuestas extraen información
valiosa de esos patrones.

Se han propuesto diferentes aproximaciones para modelar el
efecto de la sincronı́a del nervio auditivo. En particular, nuestra
etapa de extracción de caracterı́sticas se basa en una versión
modificada de la respuesta del detector generalizado de sincronı́a
(Generalized Synchrony Detector (GSD)) propuesto por Seneff
y en una versión modificada de Average Localized Synchrony
Rate (ALSR), propuesto por Young y Sachs.

Otra contribución es el desarrollo de una técnica de reducción
de ruido basada en los mecanismos propuestos en el proceso de
extracción de caracterı́sticas de los PNCCs y su integración en el
citado modelo de sincronı́a.

Dando lugar a los siguientes resultados:

El uso de caracterı́sticas basadas en la sincronı́a del nervio au-
ditivo mejora el rendimiento de los sistemas de reconocimiento,
en presencia de ruido aditivo. Este resultado se ha demostrado
en múltiples experimentos sobre diferentes bases de datos del
estado del arte.

La tasa de reconocimiento obtenida utilizando las caracterı́sticas
basadas en la sincronı́a es significativamente mejor, cuando se
aplica en junto con alguna técnica de reducción de ruido.

La técnica de eliminación de ruido propuesta basada en los
PNCCs es más efectiva que otras técnicas convencionales, como
puede ser la sustracción espectral.

Las caracterı́sticas basadas en la sincronı́a obtenidas a partir de
Modified Generalized Synchrony Detector (MGSD), precedidas
por la técnica de reducción frente al ruido basada en los PNCCs,
obtienen mejoras sustanciales sobre los PNCCs originales. Estas
mejoras son relevantes en condiciones de degradación por ruido
blanco, por interlocutores que interfieren y reverberación. Pa-
ra señales degradadas por ruido de calle y ruido musical, las
mejoras resultan ser más modestas.
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Estos resultados sugieren que el efecto de la sincronı́a juega un
rol importante en el sistema auditivo, respecto a la robustez
que los humanos poseen frente a condiciones acústicas adversas,
además de la ya conocida aplicación de localización binaural.

La adición del modelado de la sincronı́a y del enmascaramiento
sonoro a los PNCCs, los complementa en cuanto a lo que se refiere
al modelado del sistema auditivo.

Finalmente, con respecto a la aplicación de arquitecturas profundas
se alcanzaron las siguientes contribuciones:

Las redes convolucionales residuales (ResNets) han sido integra-
das en un sistema de reconocimiento hı́brido sobre la base de
datos Aurora 4.

Se ha propuesto una arquitectura adaptada a las dimensiones
de entrada viables en un sistema de reconocimiento, en lugar de
la arquitectura original diseñada para tareas de visión artificial.

Otra contribución es la integración de las caracterı́sticas auditivas
propuestas en sistemas de reconocimiento hı́bridos compuestos
de redes neuronales profundas. En concreto, se han integrado
las caracterı́sticas obtenidas de la combinación de los PNCCs, con
un modelo del enmascaramiento sonoro basado en el filtrado
morfológico y el modelo del efecto de la sincronı́a.

Dando lugar a los siguientes resultados:

El uso de redes convolucionales residuales (ResNets) obtiene me-
jores resultados que las redes neuronales profundas y convolu-
cionales propuestas en el estado del arte actual, sobre la base de
datos Aurora 4. Este resultado es válido, tanto si las condiciones
del conjunto de test son conocidas como si no lo son.

La mejora obtenida por las redes convolucionales residuales
(ResNets) se debe a sus conocida capacidad de convergencia y su
buena generalización. Esto provoca que sean capaces de modelar
mejor la variabilidad de la señal de voz en ambientes difı́ciles.

En cuanto al uso de las caracterı́sticas auditivas, la modificación
de los PNCCs con el modelo del enmascaramiento sonoro, pro-
duce mejoras significativas con respecto a caracterı́sticas conven-
cionales cuando las condiciones del conjunto de entrenamiento
y test son diferentes. El rendimiento se mantiene cuando las
condiciones son conocidas.

a.2.2 Lı́neas futuras de investigación

A continuación se resumen posibles lı́neas futuras de investigación
que se han identificado durante la realización de esta tesis. En primer
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lugar, en referencia al modelado del enmascaramiento, creemos que es
necesario abordar la introducción de la dependencia de la intensidad
de la señal enmascaradora en el filtrado morfológico. Además, dife-
rentes versiones del filtro morfológico propuesto se podrı́an emplear
para inicializar los filtros de la primera capa de una red convolucional
profunda.

Con respecto a las caracterı́sticas basadas en el efecto de la sin-
cronı́a en el nervio auditivo, una lı́nea futura de investigación serı́a
llevar a cabo el desarrollo de una manera más eficaz de combinar los
mecanismos de reducción de ruido de los PNCC con las caracterı́sti-
cas sı́ncronas, dado que actualmente se require una transformación
intermedia al dominio del tiempo. También es necesario proponer
nuevas alternativas en la forma de medir la sincronı́a, en concreto
proponiendo nuevas referencias con las que sincronizar la salida de
los filtros.

Finalmente, en relación a los modelos de aprendizaje profundo
abordados, se hace necesaria la evaluación de las redes convolucionales
residuales en un sistema de reconocimiento de habla utilizando bases
de datos más extensas. Otra posible lı́nea serı́a el empleo de redes
neuronales recurrentes utilizando las caracterı́sticas propuestas.

132



B I B L I O G R A P H Y

[1] F. de-la-Calle-Silos and R. M. Stern, “Synchrony-Based Feature
Extraction for Robust Automatic Speech Recognition,” IEEE
Signal Processing Letters, vol. 24, no. 8, pp. 1158–1162, Aug. 2017.

[2] F. de-la-Calle-Silos, F. Valverde-Albacete, A. Gallardo-Antolı́n,
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